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1. INTRODUCTION

The geometric nature of certain problems in coding theory has been long known. In this paper
we present a new result on the extendability of arcs in finite projective spaces which translates in
a natural way into a result about the extendability of linear codes.

It is a well-known fact that adding a parity check to a binary [n, k, d]-code of odd minimum
distance d increases the minimum distance of the codes, i.e. the resulting codes have parameters
[n 4+ 1,k,d+ 1]. This result has been generalized by Hill and Lizak in [4,5]. They showed that if
all weights in an [n, k, d]q code are congruent to 0 or d (mod ¢), with (d,q) = 1, then it can be
extended to an [n+1, k,d+ 1]4-code. This fact has a natural explanation in terms of blocking sets
containing a hyperplane. It was proved independently in [6] and [9] that the theorem of Hill and
Lizak can be obtained from the well-known Bose-Burton theorem for blocking sets in PG(k—1, ¢).
This result was further generalized in [7] by using a result of Beutelspacher and Heim on the size
of the minimal non-trivial (i.e. not containing a hyperplane) blocking set in a finite projective
geometry.

In a series of papers, Maruta obtained further results [9,10,11,12,13] on the extendability of
linear codes. He introduced the notion of diversity of a linear code with spectrum (A;) as the pair
((I)(), (I)l), where

1 1
Py = —— A, &= —— A;.
0 q— 1 a 1y 1 q— 1 . Z 7
qli,i#0 i#0,d(q)

Maruta proved that for various values of the diversity the investigated codes are indeed extendable.
In particular, he showed that a linear [n, k, d]-code over Fy, with ¢ > 5, d = —2 (mod ¢), having
all non-zero weights congruent to —2, —1, and 0 modulo ¢ is extendable.
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Dodunekov and Simonis proved in [3] that linear [n, k, d]4-codes of full length and (n,n — d)-
arcs in PG(k — 1, ¢) are in some sense equivalent objects. With each linear code one can associate
an arc (possibly in an non-unique way) so that semilinearly isomorphic codes give rise to equivalent
arcs and vice versa. Arcs associated with codes meeting the Griesmer bound are called Griesmer
arcs.

This paper deals with the question of the extendability of arcs associated with codes meeting
the Griesmer bound. The results translate in an obvious way for linear codes over finite fields. In
section 2, we give some basic definitions and introduce the important notion of t-quasidivisibility
modulo g. In section 3, we define a special arc K in the dual geometry and relate the extendability
property for I with the existence of a hyperplane in the support of K. Section 4 contains the
main theorem stating that a t-quasidivisible Griesmer arc with divisor ¢, ¢ < /g, which has an
additional numerical condition on the parameters, is ¢-times extendable.

2. BASIC DEFINITIONS

Let P be the set of points of the projective geometry PG(k—1, ¢). Every mapping K : P — Ny
from the pointset of the geometry to the non-negative integers is called a multiset in PG(k — 1, g).
This mapping is extended additively to the subsets of P: for every @ C P, K(Q) = 3" peco K(P).
The integer n := K(P) is called the cardinality of K. For every set of points @ C P we define its
characteristic (multi)set xo by

1 ifPeoQ,
xe(P) = { 0 otherwise.

Multisets can be viewed as arcs or as blocking sets. A multiset K in PG(k — 1, ¢) is called an
(n, w)-multiarc (or simply (n,w)-arc) if (1) K(P) =n, (2) K(H) < w for every hyperplane H, and
(3) there exists a hyperplane Hy with K(Hp) = w. Similarly, a multiset X in PG(k — 1, ) is called
an (n,w)-blocking set with respect to the hyperplanes (or (n,w)-minihyper) if (1) K(P) = n, (2)
K(H) > w for every hyperplane H, and (3) there exists a hyperplane Hy with C(Hp) = w.

An (n,w)-arc K in PG(k — 1, q) is called t-extendable, if there exists an (n + ¢, w)-arc £’ in
PG(k — 1,q) with K'(P) > K(P) for every point P € P. An arc is called simply extendable if
it is 1-extendable. Similarly, an (n,w)-blocking set IC in PG(k — 1, ¢) is called reducible, if there
exists an (n — 1, w)-blocking set K' in PG(k — 1, ¢) with K'(P) < IC(P) for every point P € P. A
blocking set is called irreducible if it is not reducible.

Given a multiset K in PG(k — 1,q), we denote by a; the number of hyperplanes H with
K(H) = i. The sequence (a;) is called the spectrum of . An (n,w)-arc K with spectrum (a;) is
said to be divisible with divisor A > 1 if a; = 0 for all i Z n (mod A). The (n,w)-arc K with
w=n-+t (mod q) is called t-quasidivisible with divisor A > 1 (or ¢-quasidivisible modulo A) if
ai=0foralli Zn,n+1,...,n+t (mod A), 1 <t < g—1. The result of Hill and Lizak says that
every 1-quasidivisible arc with divisor ¢ is extendable; Maruta’s theorem from [11] claims that for
q odd every 2-quasidivisible arc with divisor g is extendable.

3. THE CONNECTION BETWEEN QUASIDIVISIBILITY AND EXTENDABILITY OF
GRIESMER ARCS

As already noted, there exists a one-to-one correspondence between the classes of isomorphic
[n, k, d]4-codes and the classes of projectively equivalent (n,n — d)-arcs in PG(k — 1, ¢) [3]. With
every multiset K we can associate many isomorphic linear codes. Fix arbitrarily one of these codes
and denote it by Cx. If Cx is a Griesmer code then we call K a Griesmer arc.
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Let K be a t-quasidivisible (n,w)-arc with divisor ¢ in ¥ = PG(k — 1,9), t < q. Set d =
n —w. This is a typical situation when one investigates the existence of Griesmer arcs with given
parameters.

Define a new multiset K in the dual geometry ¥ by

= [ H — {0,1,...,t}
K'{H — K(H)=n+t-K(H) (mod q), 1)

where H is the set of all hyperplanes in ¥, i.e. the set of all ponts in 3. In other words, hyperplanes
of multiplicity congruent to n+a (mod g) become (t—a)-points in the dual geometry. The following
result is straightforward.

Theorem 1. Let K be an (n,w)-arc in ¥ = PG(k — 1,q), which is t-quasidivisible modulo q
with t < q. Let KC be defined by (3.1). If

c
/E:ZX;IZ +I€/
i=1

for some multiset K' and ¢ not necessarily different hyperplanes I~{1, RN f[c, then KC is c-extendable.
In particular, if IC contains a hyperplane in its support, then K is extendable.

Proof. Since maximal hyperplanes correspond to 0-points in the dual geometry, the condition
of the theorem is that there exist points in 3 of total multiplicity ¢ that are not incident with
maximal hyperplanes. 0

By Theorem 1, the extendability of t-quasidivisible arcs is linked with the structure of the
multiset K defined in the dual geometry. It turns out that this multiset is highly divisible.

Theorem 2. Let K be an (n,w)-arc in ¥ = PG(k — 1,q) which is t-quasidivisible modulo q
with t < q. For every subspace S of ¥ with dim S > 1,

K(S)=t (mod q).

Proof. Let S be a line in the dual geometry S It corresponds to a subspace S of codimension
2 in ¥. Denote by H;, i =0, ...,q, the set of all hyperpalnes through S. We have

q
n=> K(H;) - qK(S).
i=0
Reducing both sides modulo ¢ and using the fact that IC(H;) + K(H;) = n+t (mod ¢), one gets
g ~
(g+1(n+t)— ZIC(Hl) =n (mod q),
i=0

whence

For subspaces of larger dimension, we can use the fact that the multiplicity of each line in S
is t modulo g. Then we sum the multiplicities of all lines through a fixed 0-point in S. O

By the above theorem, the multiset K has the following properties:

- the multiplicity of each point is at most ¢;

Ann. Sofia Univ., Fac. Math and Inf., 101, 2013, 183-192. 185



- the multiplicity of each subspace of dimension r, 1 <r < k — 1, is at least tv,.

Here we use the conventional notation v, = (¢" — 1)/(¢ — 1). Let us note that in the general case
the cardinality of K is not known.

For t = 1, the arc K is always extendable. In fact, this is another formulation of the theorem
by Hill and Lizak. A plane arc with the above properties for ¢ = 1 turns out to be projective.
Then every line is 1- or (¢ + 1)-line, the arc is either a line or the complete plane. More generally,
in higher dimensions such an arc is either a hyperplane or the complete space. The second case
does not occur since a maximal hyperplane maps to a O-point. Therefore every 1-quasidivisible
arc K is extendable by Theorem 1.

For t = 2 and odd ¢ > 5, the arcs IC were characterized by Maruta [11]. He proved that in
this case, the arc K contains a hyperplane without 0-points, which implies that the arc K is again
extendable.

The next theorem relates the extendability of K with the spectrum of a maximal hyperplane
of 3 with respect to K.

Theorem 3. Let K be a Griesmer t-quasidivisible modulo q arc with parameters (n,w) in
PG(k — 1,q), where w = n — d. For a fized hyperplane Hy of multiplicity w, denote by (a;) the
spectrum of the arc K|m,, the restriction of K to the hyperplane Hy. Let A be the largest integer
such that a (tvg—1 + A, tvg_2)-minihyper contains a hyperplane in its support. If

qQw—Td/q]—1 + 2qaw7]'d/q'\f2 +.t (t - 2)qaw7]'d/q'\ 7t+2(t - 1)q Z a, <A,
u<w—[d/q]—t+1

then K is extendable.

Proof. By the fact that K is a Griesmer arc, we have that

k—1 k—1
d d
n=315 w=314
i=0 q i=1 q

By straightforward counting, one gets that the maximal multiplicity of a subspace of codimension
2 contained in Hy is

Let K be the arc in deeﬁned earlier in this section. The point pP= Hj is a 0-point in >
Denote by L; all lines in ¥ through P. They correspond to the hyperlines §; in Hy, i.e. the
subspaces of codimension 2 that are contained in H.

Consider a fixed line L = &, where K@) =w'—\, A€ {0,...,t—1}. Denote by Ho, Hy, ..., H,
all hyperplanes through §. Set

K(H;) =w—aiq—Bi, Bi€{0,...,t}
Since K(H;) + K(H;) =n+t=w (mod q), we get that K(H;) = ;. Now we have

n = Z (H;) — q(w' — X)

= Y (w—aig—p;) —qw - N
=0

= w-= Z ZB%"'Q -|+q)‘

=0 =0

186 Ann. Sofia Univ., Fac. Math and Inf., 101, 2013, 183-192.



whence
q

q
@:qﬂlwqx—d—ani.
> p

i=0 i=0
Since d = —t (mod ¢), we have q]'g'\ —d =t. This gives an upper bound on the multiplicity of L
with respect to K:

q q
K(L)=> KH)=> Bi=t+a\—q¢D> o <t+q\
i i=0

=0

__Now summing up the multiplicities of all lines L through P and taking into account that
K(P) =0, one gets for the cardinality of K the following estimate:

ZE(L)

awt+aw 1 (t+q) + . @yt + =29+ D> ault+(t—1)q)
u<w’—(t—1)

K|

IN

Z Qo t+aw’71Q+---+aw’7(t72)(t72)Q+ Z au(t — 1)q
u<w’ u<w’—(t—1)

Vg1l + G —1q + - o+ Gy _—2)(t — 2)q + Z au(t —1)g.
u<w’—(t—1)

Here we use the fact that for lines L = § with K(8) < w’ — (t — 1), one has K(L) < t+ (t — 1)q. If

aw’flq'i'-~~+a7u’—(t—2)(t_2)q+ Z au(t_l)qg A

u<w’—(t—1)

we have that \E| < tvg_1+ A. This implies that K contains a hyperplane without 0-points. Hence,
by Theorem 1, K is extendable. O

The idea of Theorem 3 can be used to restrict the spectrum not only of the maximal hyper-
planes, but also of hyperplanes with a smaller multiplicity. Unfortunately, the value of A is not
known in general. Partial results for the plane case were proved in [1] and [2].

4. A THEOREM ON THE EXTENDABILITY OF GRIESMER ARCS

In this section we prove our main extendability result for Griesmer arcs. Consider a Griesmer
t-quasidivisible arc K, t < ¢, with parameters (n,w) in PG(k —1,¢). Set d = n — w and let C be
a linear code associated with /. The code Cx has parameters [n, k,d],. Write d as

k—2
d=s¢" 1 — Zsiqi, 0<e <q. (4.1)
i=0

Then we have [d/¢’] = s¢" =771 — Zk7.2 :q*, which implies

i=j

k—2
n = svg — Z €iVit1- (4.2)
i=0
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Let us note that with this notation ¢t = &g, since n + g9 = w (mod ¢). Denote by w; the
maximal multiplicity of a subspace S of codimension j of PG(k — 1, q): Wj = MaXcodim S=j K(S),
j=1,...,k—1. We have

k-1 d k—2
wy; = Z"E.I = SUk—j — Zgivi—jﬁ—l‘ (43)
i=j =]

By convention, wy = n.
In the next lemmas we establish some important properties of the arc K.

Lemma 1. Let K be a t-quasidivisible (n,n — d)-Griesmer arc with d given by (4.1). Let S be
a subspace of codimension 2 contained in the hyperplane Hy with K(Hy) = w1 — agq, where a > 0
s an integer.

(i) IfK(S)=ws—a—b,0<b<t—2, then K(5) <t+bg;
(ii) IFK(S)=wy—a—b,b>t—1, then K(S) <t+ (t—1)q.

Proof. (i) Denote by H; the hyperplanes through S in . Set K(H;) = wy —a;, i =1,...,q.
Note that C(H;) =n+t—wy + «a; = a; (mod q), since n +¢ = w; (mod ¢). Thus K(H;) < «;.
Furthermore, we have

= (Q+1)W1—Zai—aq—q(w2—a—b)
i=1

= n—&—t—iai—&-bq.

i=1
This implies that Y a; =t + bg. On the other hand,
q
K(S) = Y K(H)
i=0
q
< Zai (mod q)
i=1
= t+bq.
(ii) This follows by the facts that /E(§) =t (mod ¢), each point is of multiplicity at most ¢ and
the line S is incident with the O-point Hy. 0

Lemma 2. Let K and K be as in Lemma 1. Let T be a subspace of codimension 3 in PG(k—1,q)
with K(T') = ws. Then o

K(T) <t(g+1) +erg.

Proof. Denote by S;, i = 0,...,q, the subspaces of codimension 2 through 7" in a maximal
hyperplane H. Set K(S;) = wa — a;;. We have that

K(H) =w = Y K(S;) - qK(T)
i=0

q
(q+ w2 — Zai —quws

=0
= (q + 1)(8’[)]6,2 — Eg—2Vg—-3 — ... — E3V2 — 521}1) —
q
q(svk,g — Ek—2Vk—4 — ... — 531)1) — Zai.

=0
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Since (g + 1)vj—1 — quj—2 = vj, this simplifies to

q

Wi = SVk—1 — Ek—2Vk—2 — ... — €303 — (¢ + 1)egvg — g ;
i=0
q
= SVUg—1 — €k—2Vg—2 — ... — E3V3 — QU2 — E (07
i=0

q
= wi+e1v; — E ;.
i=0

This implies that > 7 ;o = €101 = €1 < ¢. By Lemma 1, 1%(5‘1) <t + a;q, whence

K(T) = D K(S) - qK(H)

IN
7
¥
2
S

q
= g+ 1) +qy

i=0
t(g+1)+eiq.

IN

O
Lemma 3. Let K be t-quasidivisible Griesmer (n,w)-arc in PG(k—1,q), ¢ > 3 withd =n—w

given by (4.1). Let K be defined by (38.1). Let further eo,e1 < \/q. For every mazimal subspace T
of codimension 8 in PG(k —1,q), i.e. a subspace with K(T) = ws, there holds

K(T) =t(g+1).

__Proof. We have that T is a plane in Fé(k —1,q). By Lemma 2, /E(:F) <eo(g+1)+e1q. Set
K(T) =eo(q+1) + €lq, where 0 < &} <ey.

Assume ¢} > 0. Set F = IE\T, i.e. F is the restriction of K to the plane T in the dual
geometry. Define a dual plane arc F to F by

F(L)=i iff F(L)=t+iq.
Denote by (4;) the spectrum of F. We have
D Avig = g+,
D t+ig Ay = (elg+1)+ehg)(g+1)

for some ¢} < e;. This implies >, A4 = €1(q + 1) + 0.

Now let us denote by B; the number of lines L with F (L) =t +1iq through a fixed point P of
multiplicity ¢ > 0. Then

Z Biyiq = q+1,
> (t+iq)Bryig

(g4 o +jq+cq,

Ann. Sofia Univ., Fac. Math and Inf., 101, 2013, 183-192. 189



which implies )" iByyiq = €} + ¢. Hence F is a (g{(g + 1) + €0, &’)-blocking set.

From €9, €1 < /g and ¢ > 3 we get that g9 +¢} < \/€1g+1 and, consequently, &'(g+1)+¢&o <
e'q +v€'q+ 1. By a well-known result by Ball [1] and De Beule-Storme-Metsch [2], F contains
a line. Going back to F , this implies that all lines L; in T through P have multiplicity at least
t+q=c¢o+ q. Now we have

eolg+1) +e1g > K(T)

Z/c ) — gK(P)

(q+ 1)(g0 + q) — gK(P)
eo(q+1)+q(qg+1)—eoq.

ANV

This implies ¢ +1 < g9 +¢1 < 2,/7, i.e. (y/g—1)? <0, which is a contradiction. Therefore £] =0,
which proves the lemma. O

Lemma 4. Let K be t-quasidivisible Griesmer (n,w)-arc in PG(k—1,q), ¢ > 3 with d = n—w
given by (4.1). Let K be defined by (3.1). Let U be a subspace in PG(k — 1, q) with codimU = r,
1 <r <k, which is of mazimal multiplicity w, (if codimU =k, U = @). Ifeg,€1,...,6r—2 < /4,
then

’C(U) = E0Up—1-.

Proof. Assume that the result is proved for all subspaces of codimension up to r — 1. Note
that U is an (r — 1)-dimensional subspace of PG(k —1,q).

Let U C S be maximal subspaces of codimensions r and r — 2, respectively. Denote by T;,
i=0,...,q, the subspaces through U of codimension r — 1 that are contained in S. Then at most
er—o of the subspaces T; are not of maximal multiplicity, i.e. at least ¢ + 1 — £,._o of them are of
multiplicity w,_1. Indeed, if the number of the maximal subspaces among the T;’s is denoted by
7, then we have w,_2 < (¢ + 1)w,_1 — qw, — 7, i.e.

v S —Wr—2 + (q + l)wr—l — quy
Er—1V2 + €r—201 — (¢ + 1)er_1v1

= Er-2.

Since U is a subspace of maximal multiplicity, there exists a maximal hyperplane H containing
U. Hence U contains a 0- )-point with respect to IC say P. In the case of codimension k, we can
take as P any 0-point in PG(k — 1,¢).

_ Consider a projection ¢ from P onto some hyperplane VinU disjoint from P. We have
V 2 PG(r — 2,q). Define a new arc

F = —(EW - 60).

For _every point X € V we have 0 < F(X) < g0 — 1. cp(fZ) is a subspace of dimension r — 2,
o(T, 1) are hyperplanes in gp(U ) (dimension r — 3), and ¢(S) is a subspace of dimension r — 4
contained in all gp(T,) By the induction hypothesis F(¢(7;)) = 0 for T; of maximal multiplicity,
ie. IC~(TZ) = wy—1. Without loss of generality T;, i = €,_2,...,¢q, are maximal. So, the points
X €V with F(X) > 0 are contained in the subspaces ¢(T}) with j € {0,...,e,_2 — 1}.

We can repeat the argument from the last two paragraphs to another subspace S’ of codimen-
sion 7 — 2 containing U. We get that the points X € V are contained in another &,_» subspaces of
o(U), say SD(T]/) with j € {0,...,e,_2—1}. So the non-zero points of F are contained o(T; )ﬂ(p(T )s
where 4,7 € {0,...,e,_2 — 1}. Hence the number of points X with F(X) > 0 does not exceed

2
Er_2oUr_3 < qUr—3 = Up—2 — 1.
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Let X € V with F=¢>0. Every point in gzz(f]) is incident with v,_s lines. Thus, there is a line
L € V through X which contains apart from X just O-points. This line is the image of a plane
7 which has g-lines of multiplicity €9 and one line of multiplicity o + cg, where ¢ < g9 — 1 (with
respect to K). Thus, K(7) = e¢(¢ + 1) + ¢g and, by Lemma 3, we should have ¢ = 0.

Thus, F(X) = 0 for all X € V and all lines through P in U are t-lines. This proves the
lemma. g

Now we can prove our main theorem.

Theorem 4. Let K be a Griesmer (n,n—d)-arc which is t-quasidivisible modulo q with d given
by (4.1). Lett = cq,...cp—2 < \/q. Then K is t-extendable.

Proof. By Lemma 4, K is a (tvg—1,tvg—2)- minihyper By Corollary 3.5 from [8], every
(vr—1, 2VK—2) minihyper in PG(k — 1, q) with 2 < ¢— 2 is the sum of hyperplanes. Since t < \/q,
the result follows. 0

We conclude with an example illustrating our approach to the extendability of incomplete
caps. Let K be a (g% + 1 —t)-cap in PG(3,¢) with ¢ < \/g. Assume the largest hyperplane (plane)
has multiplicity ¢ + 1. This is obviously always the case for odd g. The code Cx associated with
K has parameters [¢> +1 —t,4,¢> —q—tl;andd=¢> —q—t=¢>— (¢—1)¢> —q—t, ie. s =1,
g2=¢q—1,e1 =1, =t < ,/q. The admissible multiplicities of planes are ¢ +1,...,¢+1—1¢,1
and 0. Since €2 > ,/q, we cannot apply Theorem 4 directly. We can state only that if L is a 2-line,
then IE(Z) = t. Nevertheless, we can prove the t-extendability of .

At first, we prove that every point of K is incident with an 1-plane. Consider a projection
from such 1-point P onto a plane 7 not incident with P. The induced arc K¢ is a (¢% — ¢, ¢)-arc
and its complement is a (¢ +1—t, 1)-blocking set. Since ¢t < /g, it contains a line L and the plane
(L, P) is an 1-plane in PG(3,q). Now, by Lemma 1, (L) =t

Now consider an 1-line Ly and assume it is incident only with planes of multiplicity at least
g+ 1—t. Consider one such plane 7 with () = ¢—b, b <t — 1. Let P be the 1-point on Ly and
denote the other 1-lines in m by Ly,..., Ly. One of them is on the 1-plane through P. Consider
the plane P in the dual geometry. Now 7 is a 0-point and the g+ 1 — b of the lines through it are
t-lines, while the remaining b lines are ¢ or (¢ + g)-lines. This implies that IC( ) <tlg+1)+bg
and, by Lemma 3, we have b = 0. So, we have proved that for every 1-line L, K(L) = t.

Now consider a 1-plane m. Let L be a O-line in 7 which is contained in another 1-plane
(diffelent from 7). Counting the multiplicities of the planes through L, we get IE(N) =t. There
are g2 — t such lines. Hence ¢> 4+ ¢ + 1 — t of the lines through 7 are t-lines, and the remaining
lines have multiplicity ¢ or ¢ + g. Now \IC| =t(¢+ 1) + tq and, again by Lemma 3, |IC| =t(g+1).
This implies that K is a sum of planes and K is t-extendable.
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