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Editorial

The International Conference on Information Systems, Embedded Systems, and
Intelligent Applications (ISESIA) 2023 was held in Sofia, Bulgaria, from May 26 to
May 27, 2023. You can access detailed information about the event at ISESIA’s
official website https://isesia.fmi.uni-sofia.bg/.

This conference was a collaborative undertaking between the Department of
Computer Informatics at the Faculty of Mathematics and Informatics of Sofia Uni-
versity “St. Kliment Ohridski” and the Bulgarian Chapter of the Association for
Information Systems (BulAIS), with financial support from both the Science Fund
of Sofia University and BulAIS.

Building on the legacy of 15 successful editions of the Information Systems
and Grid Technologies (ISGT) conference, ISESIA 2023 retained its core focus on
addressing fundamental challenges and technological advancements in the domain of
Information Systems (IS) while expanding its thematic horizons. The conference’s
primary objective was to foster an open and dynamic platform for the exchange of
ideas and the exploration of ongoing research trends, innovative methodologies, and
original research outcomes across various facets of Information Systems, Intelligent
Systems, and Distributed and Cloud Systems.

ISESIA 2023 encompassed a wide spectrum of interconnected topics, including:

• Databases and Information Systems Integration

• Big Data Innovations

• Data Analytics

• IS Security, Privacy and Ethics

• Business Models and Business Processes

• Advances in IS Programs and Education

• Knowledge Representation and Reasoning

• Machine Learning

• Data Mining and Knowledge Discovery

• Natural Language Processing and Information Retrieval

• Responsible Artificial Intelligence

• Smart Robots

• Computer Vision



• Modeling, Clustering, Virtualization, SOA

• P2P, IoT, Mobility

• Application-specific Grid and Cloud.

In conjunction with the central ISESIA program, the conference hosted three
specialized workshops:

• MIRACle: Modeling Robotic Assistance

• eHealth: IS and Health Information Technology Adoption

• UNITe: Data Engineering, Data Analysis and Visualization

The MIRACle workshop concentrated on the latest advancements in the fields
of embedded systems, mobile robotics, and autonomous human assistance. Key
research areas covered in this workshop included: advancements in high-level and
intelligent control techniques for mobile robotics; scalable multi-agent, peer-to-peer,
and distributed embedded systems; innovative data services for sensor streaming
and related topics.

The primary objective of the eHealth workshop was to address key issues and
offer a comprehensive perspective on the contemporary implementation and adoption
of eHealth. This workshop featured works related to various aspects of eHealth, such
as artificial intelligence in healthcare, digital health literacy, and the application of
information technologies in the healthcare sector.

The UNITe workshop aimed to provide a platform for the exchange of ideas
and results in thematic areas related to data engineering, effective data utilization,
and the creation of efficient models for data analysis and visualization. Research
presented at this workshop primarily focused on new approaches for semantic mod-
eling, the development of decision support systems, and enhancing the utilization of
available data by fostering interoperability at different levels.

A total of 37 papers were submitted for consideration at ISESIA 2023. Each
paper underwent review by at least two members of the Program Committee and
a panel of invited experts. Ultimately, the Program Committee selected 29 papers
for presentation at the conference, with 11 of them accepted for publication in the
current volume of the Annual of Sofia University, Faculty of Mathematics and In-
formatics.

ISESIA 2023 featured a diverse range of research and practical results, shared
experiences, and in-depth discussions, offering significant value to the Information
Systems community, particularly benefiting young IS researchers and PhD students.
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MODELING AND CLINICAL DATA EXCHANGE
IN REGISTRATION OF INFECTIOUS DISEASE CASES

SIMEON ABANOS, EVGENIY KRASTEV,
PETKO KOVACHEV and DIMITAR TCHARAKTCHIEV

The registration of communicable disease cases aims to limit their prevalence. The Ordi-
nance on the Procedure for Registration, Notification and Reporting on Communicable
Diseases, issued by the Ministry of Health, determines the rules for the implementation
of the registration procedure in Bulgaria. Currently, this information is communicated
by phone, email or on paper, and then the data is manually re-entered. This signif-
icantly complicates the exchange of information between health care participants. In
addition, valuable information to produce reports noting disease prevalence levels is lost
or fragmented. This paper aims to resolve these problems by the means of information
technologies and ensure efficient storage, processing and management of data registration
for patients with communicable diseases. The business process for the implementation
has been studied in detail. The main roles, resources and sequence of activities at each
stage of the application of the regulation have been determined. A relational database
model is created for centralized storage, processing and management of data for regis-
tered patients and their contacts. An algorithm is developed and implemented for the
automated determination of cases based on the symptoms of each disease specified in the
regulation. ICD-10 is used, thus, creating the possibility of exchanging the collected data
with international centers for tracking the spread of the disease. A three-tier application
is created where web services perform the activities of registration, communication and
reporting of communicable cases. The obtained results were tested with real data, con-
sulted with experts from the health inspections and demonstrate the advantages of the
developed software for fulfilling the requirements of the provisions in national legislation.
Keywords: eHealth, interoperability, clinical data exchange, clinical information mod-
els, communicable diseases, disease prevention
CCS Concepts:
• Software and its engineering∼Software creation and management∼Designing software∼
Software design engineering;
• Information systems∼Data management systems∼Information integration∼Data ex-
change

DOI: 10.60063/GSU.FMI.110.7-23 7
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1. Introduction

Electronic health (eHealth) is defined by the World Health Organization (WHO)
as “cost-effective and secure use of information and communications technologies in
support of health and health-related fields, including health-care services, health
surveillance, health literature, and health education, knowledge and research” [11].
This includes the exchange of a wide range of health information, including the
use of electronic health records (EHR) [5], telemedicine [3], digital tools and pa-
tient information management and exchange systems. eHealth has the potential
to revolutionize the way health care is delivered, offering patients a more efficient,
accessible and personalized system. The integration of technology, particularly the
Internet and electronic devices, into the health care system enables instant com-
munication and the exchange of large volumes of information between health care
providers and patients. Using the capabilities of these technologies, eHealth provides
patients with access to health services remotely and at any time through the use
electronic devises; enables the automation of many healthcare processes, reducing
the time and resources needed to provide care; gives patients greater access to their
health information, allowing them to take a more active role in their health care and
make informed decisions about their health; allows healthcare provides access to a
more complete and accurate picture of a patient’s health, leading to more informed
decision-making and better health outcomes; has the potential to optimize health-
care costs by reducing the need for expensive and time-consuming procedures, such
as duplicate tests and unnecessary hospital visits.

The lack of standardization in eHealth systems can lead to difficulties in the
exchange of information, resulting in fragmented patient records, duplicated tests
and procedures, increasing the work of healthcare specialists, respectively reducing
the time they could devote to the patient and an overall deterioration of the quality of
health care. The use of heterogeneous and specific software solutions and systems by
different healthcare organizations can also pose challenges in data exchange, leading
to difficulties, fragmentation and a lack of access to important information.

Despite its many potential benefits, the implementation of eHealth is not with-
out its challenges. One of the most significant of which is the lack of interoperabil-
ity [4]. It is the ability of different electronic systems and devices to communicate
with each other and to exchange and receive information, understanding it in its
semantic context. In the healthcare industry, interoperability is critical to deliver-
ing high-quality patient care and improving the healthcare experience. The goal of
interoperability is to enable native exchange of health information between different
systems and among healthcare participants, such as hospitals, clinics, health insur-
ance companies and patients, without loss of data meaning and functionality. In the
context of eHealth, interoperability can be divided into several levels, among them,
the most important for efficient data exchange is semantic interoperability [6]. It
allows systems to exchange data and information using compatible meanings and def-
initions. This layer of interoperability ensures that data exchanged between systems
has the same meaning and context. For example, two systems may use different
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terminologies or vocabularies to describe the same concept. Semantic interoper-
ability ensures that data is processed correctly, taking into account the underlying
semantics and business rules. This is achieved through the use of standardized
medical terminologies, such as SNOMED-CT [8] and LOINC [7]. With ongoing ef-
forts to improve and standardize health information exchange, interoperability and
its foundation [9] have the potential to revolutionize the way healthcare providers
and organizations share information and deliver care. Since healthcare providers
are under increasing pressure to provide patient-centered care that is safe, effective
and timely, interoperability is critical to accessing information and making informed
decisions. This ability of heterogeneous systems to exchange and understand the
received data without any ambiguity helps reduce the risk of medical errors as well
as reducing the work of healthcare professionals, which leads to overall improved
patient outcomes.

The prevention of disease outbreaks is an important part of eHealth’s goals.
Effective procedures for registration, notification and reporting on communicable
diseases are critical to achieving this objective. Timely and accurate reporting of
communicable diseases can help healthcare officials detect outbreaks early and re-
spond quickly to prevent further spread of the disease. It can also aid in identifying
infected individuals and isolating them, including their contacts, thereby preventing
transmission. Furthermore, disease reporting data can be used to plan and allocate
resources for disease prevention and control, while regular analysis of disease data
can help identify trends and patterns, allowing healthcare officials to implement
targeted prevention strategies.

The Bulgarian Ministry of Health sets out a comprehensive description of the
rules and procedures for registration and reporting of communicable diseases in Or-
dinance No. 21 on the Procedure for Registration, Notification and Reporting on
Communicable Diseases (suppl. No. 55/2022) [2]. The ordinance mandates health
service providers to report the cases but does not address the problems with ineffec-
tive data exchange, delays and the diversity of information systems in health care
domain. The current situation in Bulgarian healthcare lacks the necessary inter-
operability between the disparate medical information systems, which leads to un-
necessary repetitive work, delays, incomplete data and errors. To effectively control
and prevent communicable diseases in Bulgaria, there is a need for a comprehensive
and interoperable information system that supports real-time data exchange, moni-
toring and reporting of disease outbreaks. The system must allow integration with
other systems and alternative ways for information input and output, for example,
alternative input of laboratory results through an XML file based on a defined XSD
schema.

The objective of this paper is to implement the wide set of requirements of Ordi-
nance No. 21 for registration, notifying and reporting of patient cases with infectious
disease. In the process of modeling and developing a software solution, terminologies
and nomenclatures related to standardization and normalization of health data are
reviewed, emphasizing the models providing semantic interoperability in data ex-
change and more specifically those enabling the unambiguous exchange of diseases
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and conditions like the International Classification of Diseases (ICD) [10]. These are
fundamental to the exchange of medical data between heterogeneous information
systems, both at the national and cross-border levels, and are invariably present in
solutions that successfully provide semantic interoperability.

The following tasks arise from the described objectives:

1. Resolve eHealth issues related to lack of interoperability and research best
practices for modeling and sharing clinical data.

2. Examine the requirements of the Bulgarian Ministry of Health, in connection
with the procedures for registration, notification and reporting on communi-
cable diseases.

3. As a result of the above, a solution proposal in the form of a three-tier appli-
cation.

After considering the objectives set, a model is proposed and a concept is im-
plemented for effective clinical data exchange in the context of the requirements of
Ordinance No. 21 on the procedures for registration, notification and reporting on
communicable diseases.

This paper is structured in four parts. Section 1 defines goals and objectives,
introduces basic concepts and defines the problem area and hence the motivation
for the proposed solution. Section 2 consists of an overview of the methodology
for the proposed solution, architecture, and database model, including the specified
requirements of Ordinance No. 21 on the procedures for registration, notification
and reporting on communicable diseases. Based on the research carried out and the
detailed study of the requirements in the regulation, Section 3 describes a proposed
solution in the form of a three-tier web application, comprehensively covering the re-
quirements issued by the Bulgarian Ministry of Health. Section 4 draws a conclusion,
summarizes the results of the completed tasks and presents future perspectives.

2. Methods

This Ordinance No. 21 on the Procedure for Registration, Notification and Re-
porting on Communicable Diseases, issued by the Bulgarian Ministry of Health, out-
lines the steps required to register, notify, and report individuals who have infectious
diseases, those who have been in contact with them, and carriers of such diseases.
It also specifies the list of infectious diseases that require mandatory registration,
notification, and reporting, together with a comprehensive list of criteria for each
disease and based on those specific criteria, the rules by which the communicable
disease case level is determined.

The disease criteria can be categorized as clinical, laboratory and epidemiolog-
ical.

Clinical criteria include common and practical signs and symptoms of the dis-
ease that alone or in combination represent a clear or suggestive clinical picture of
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the disease. Clinical criteria give a general description of the disease and do not
necessarily indicate all the signs to make a specific clinical diagnosis.

Laboratory criteria consist of a list of the laboratory methods used to confirm
the case. Usually only one of the specified tests is sufficient for laboratory confirma-
tion. For some diseases, laboratory criteria should only indicate a probable case. It
becomes clear that each communicable disease has its own rules for determining the
classification of the case, which require complex business rules to be followed and
implemented for the realization of a unified software solution.

Epidemiological criteria are considered to be met when an epidemic link can
be established. During the incubation period, an epidemic relationship is present in
certain cases for the specific disease, such as human-to-human transmission, animal-
to-human transmission, exposure to a common source of infection, consumption of
contaminated food or drinking water, exposure from the environment, including
laboratory exposure.

The cases of each communicable disease in the ordinance can be classified as
follows:

Possible. This is a case classified as “possible” for reporting purposes. It is usually a
case in which the clinical criteria described in the case definition are present but
for which there is no epidemiological or laboratory evidence of the disease in
question. The possible case definition has high sensitivity and low specificity.
It allows the detection of most cases, but some false positive cases will be
included in this category.

Probable. This is a case classified as “probable” for reporting purposes. It is usually
a case where the clinical criteria and an epidemic relationship as described in
the case definition are present. Laboratory tests for probable cases are specified
only for some diseases.

Confirmed. This is a case classified as “confirmed” for reporting purposes. These
cases are laboratory-confirmed and may or may not meet the clinical criteria
described in the case definition. The definition of a confirmed case has high
specificity and low sensitivity, meaning most of the cases collected will be
genuine, although some might be missed.

Bulgarian healthcare requires the mandatory registration, notification and re-
porting of a large number of communicable diseases (currently 67). Each of these
diseases has different case type delineation requirements, which demand complex
and hard to track and enforce business rules for categorizing the cases of infectious
disease. In addition, there is a need for rapid and reliable communication between
multiple health care actors in the communicable disease disclosure (Figure 1), as
well as eliminating the need to repeatedly enter the same information, for example,
in multiple information systems and in the communicable disease book. Reliable
storage and automated retrieval of various statistics filtered by area, time intervals
and a particular disease or category of diseases are also required. The information
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Figure 1. Data exchange model for registering a communicable disease

collected in this way can allow for more effective control in cases of quarantine and
epidemics.

When registering and reporting an infectious disease in the Bulgarian healthcare
system, participants typically follow a model for data exchange activities with the
following sequence:

1. A patient visits his general physician (GP), the doctor evaluates the patient’s
condition and, provided the health state of the patient matches a rule for
“possible”, ”probable” or “confirmed” statements for a communicable disease in
the Ordinance, he creates an Express notification for the respective disease.
This notification is sent for processing to the Regional Health Inspectorate
(RHI). A direction for additional Laboratory tests is issued in the case of a
“probable” or “confirmed” (Activities 1 and 2 in Figure 1).

2. In case the Laboratory exams confirm the communicable disease, the Labo-
ratory creates an Express notification for the respective disease with a “Con-
firmed” statement both to the GP and the RHI office (Activities 3 and 4 in
Figure 1).

3. When a communicable disease is established in a hospital, the Hospital creates
an Express notification for the respective disease and sends it for processing
to the Regional Health Inspectorate (Activity 5 in Figure 1).
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The sequence of activities in Figure 1 demonstrates that the registration and re-
porting processes for communicable diseases in Bulgarian healthcare require multiple
exchanges of information between various participants and heterogeneous systems.

A centralized information technology solution based on the three-tier architec-
ture could significantly facilitate the complex processes related to the registration,
exchange and storage of information as per the requirements of the ordinance. A
three-tier architecture is a widely used model for developing applications that can
provide several benefits for the procedures for registration, notification, and report-
ing on communicable diseases. This architecture separates the presentation layer,
application logic layer, and data storage layer, which enables independent scalabil-
ity, improves maintainability, and enhances security (Figure 2). Furthermore, the
three-tier architecture facilitates fault tolerance, code reusability, and performance
optimization, which can significantly enhance the overall efficiency and effectiveness
of the system, including satisfying the possibility of integration with other systems.
These benefits of the three-tier architecture make it a suitable choice for develop-
ing an information system for registration and reporting of communicable diseases,
ensuring a robust and secure system that can handle the demands of public health
emergencies.

In the context of developing an appropriate solution, choosing the appropri-
ate type of database is a very important decision. Relational and non-relational
databases have different strengths and weaknesses, and the choice depends on the
requirements. Experiments have been performed with non-relational database but
at this stage, a relational database is more suitable as most of the data is structured,
well related and complex queries are required. This means that the data is stored
in tables with predefined relationships between them. The database model behind
the proposed solution consists of several tables that are interrelated through various
types of relationships (Figure 3).

Figure 2. Architecture overview of the proposed information System
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Figure 3. Relational database model view

Table Users contains the participants of the system, including managers, physi-
cians, referrals and guests. Each user is assigned a unique identifier and access type.
The table contains fields for user credentials, such as username and password, and
additional fields to store user profile information.

Table Patients manages patient-related data, such as patient names, addresses,
contact information, and other patient-specific entries. Each patient is assigned a
unique identifier, and the table contains fields for demographic information, medical
history, and other relevant data.

Table Patient_Comments is auxiliary and is used to store additional data re-
lated to the patient. It is linked to the Patients table in a many-to-one relationship,
as each patient may have zero or multiple comments associated with them, where
no comment could exist without an assigned patient to it. The table contains fields
for comment text, date, author, and edit history.

Table Patient_Notifications is central table as it manages the disease noti-
fication data filled out by the physician for a specified patient and specified disease.
The table contains multiple fields related to the procedure for registering commu-
nicable disease, including data for criteria symptoms such as clinical, laboratory,
and epidemiological. Each notification is assigned a unique identifier and the ta-
ble is linked to the Patients table in a many-to-one relationship, as each patient
may have zero or multiple notification where no notifications could exist without an
assigned patient to it.

Table GPs contains information about the general practitioner of the patient.
It is linked to the Patient_Notifications table in a one-to-many relationship, as
each notification may be associated with a specific general practitioner, where a
GP may be linked with zero or multiple notifications. The table is not linked with
Patients, as a patient is free to change its general practitioner. The table contains
fields for general practitioners names, unique identifier numbers, addresses, contact
information, and other relevant data.

Table Diseases contains a list and properties of each communicable disease de-
fined by the Bulgarian Ministry of Health through Ordinance No. 21. It is linked to
the Patient_Notifications table in a one-to-many relationship, as each notifica-
tion is necessarily associated with a specific disease and a disease can be associated
with multiple notifications. The table contains fields describing the disease name
and its properties, symptoms, quarantine, and other relevant data.
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Table Disease_Criteria stores specific criteria for each disease. The table
contains fields for criteria name, description, and other criteria-relevant data.

Table Disease_Criteria_Symptoms contains a comprehensive list of all symp-
toms defined in the ordinance, such as diagnostic tests, symptoms, and other clinical
indicators.

Table Disease_Degree is auxiliary and contains the type of communicable dis-
ease case, as determined by the ordinance. It contains fields for type names and
descriptions. This information is stored in the database to ensure that the system is
up-to-date with the latest regulatory requirements and to support future changes in
the ordinance through the system interface without the intervention of programmers
and need for code changes.

The applied cardinality restrictions on the relations of the described above
tables are essential to ensuring compliance with business logic and rules. Cardinality
restrictions define the types of relationships that can exist between entities in a
database and specify the number of instances of one entity that can be associated
with another entity. By enforcing cardinality restrictions, the database management
system ensures that the relationships between entities are well-defined and adhere to
the business logic of the system. This not only ensures the accuracy and consistency
of the data but also helps to prevent errors and inconsistencies in the system.

3. Results

On the basis of the ordinance examined and best practices and standards in
clinical data exchange, it becomes clear that an Information System for Registration
and Reporting of Communicable Diseases (ISRRCD) in the form of a three-tier web
application with a centralized database can provide several benefits in addressing
the lack of interoperability between healthcare actors in relation to the process of
registration of communicable diseases. These benefits include:

Improved efficiency. Facilitate the exchange of data between healthcare actors,
reducing the need for manual and duplicated data entry and increasing effi-
ciency. This can help healthcare providers save time and resources, enabling
them to focus on patient care.

Enhanced accuracy. Ensure that the data entered is accurate and up-to-date.
This can help improve the accuracy of disease tracking and reporting, and
reduce errors in the reporting process.

Better communication. The three-tier web application can provide a platform
for better communication between healthcare actors. The system can facilitate
real-time data sharing, making it easier for healthcare providers to collaborate
and coordinate efforts in addressing disease outbreaks.

Improved disease surveillance. Improve disease surveillance efforts by provid-
ing a comprehensive view of disease incidence and prevalence. This can help
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healthcare providers identify trends and patterns, enabling them to take ap-
propriate actions to address disease outbreaks.

Enhanced public health outcomes. The solution can help improve public health
outcomes by providing better data for public health decision-making. The sys-
tem can help identify high-risk populations and facilitate the development of
targeted interventions to reduce disease transmission.

Increased healthcare cost savings. Reduce healthcare costs by improving effi-
ciency, reducing the need for manual data entry and duplicate testing, and
enabling early detection and prompt treatment of communicable diseases.

The actors in the use case are as follows:

Managers. Responsible for managing the information that the physicians will be
working with. This includes overseeing data entry, monitoring data quality,
generating reports, and analyzing data to make informed decisions. They have
full access to the system and are able to perform a wide range of tasks, such as
creating and managing user accounts, defining data entry requirements, setting
up workflows and approval processes, and monitoring system usage.

Physicians. Responsible for registering and reporting the communicable disease
cases, updating patient records, and managing patient information within the
system. Physicians have access to the application tier of the software, which
includes the generated graphical interface based on a selected disease, logic and
business rules that govern data entry and validation. Physicians are able to
view and edit patient information as needed and are able to generate reports
and other outputs related to patient care.

Referrals/Guests. The third category of participants have read-only access to the
system, which means they are able to view patient records and other data
but can not edit or modify any information. This access level is intended for
external stakeholders, such as referral partners or external consultants, who
need to view patient data for analysis or decision-making purposes but do not
need to interact with the system on a daily basis.

The following use case for managing communicable disease case can be consid-
ered based on the actors described above:

A user of type Manager (a Regional Health Inspectorate specialist) logs into the
system using their user account credentials. The manager can create and administer
user accounts for the other participants and set access levels. Main task for the
manager is to define the complete set of communicable diseases in Ordinance No. 21,
which may be subject to change over time (adding new diseases), including the
definition of symptoms and symptom criteria and the rules for each disease that
define the case (possible, probable or confirmed). The Manager can also monitor
system usage and generate reports to analyze and extract data.
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A user of type Physician that can log in to the system using their user account
credentials. The physician can register a communicable disease patient case, based
on automatically generated graphical user interface for a selected disease. Further-
more, the Physician can view and edit patient information as needed to ensure data
accuracy. The Physician also has access to generating reports and other outputs
related to patient cases, such as lab results or treatment plans.

A user of type Referral/Guest can also access the system using their user ac-
count credentials. These users can view patient records and other data for analysis or
decision-making purposes but cannot edit or modify any information in the system.

The following modular functionalities can be highlighted in the proposed infor-
mation system for registration and reporting of communicable diseases:

Organizational module

This module is an essential component of the system and is designed to manage
work-related data, particularly the data in the context of disease management. This
module is responsible for generating and managing the necessary data required for
the purposes of registering and reporting communicable disease cases.

Disease management. One of the key responsibilities of the organizational mod-
ule is to manage disease-related data (Figure 4). This includes collecting and
storing information for all diseases defined in Ordinance No. 21. This infor-
mation is essential for the required processes for registration, notification and
reporting.

Criteria and symptom management. The criteria and symptom management
allow users to define the specific data required for the diagnosis and manage-
ment of different diseases. The criteria can include various symptoms, labora-
tory results, or other factors that help determine the severity of a particular
case. By defining these criteria, users can ensure that the system accurately
assesses each case based on the relevant factors.

Management of the rules for case definition. Involves defining the specific
rules that the system must use for determining the degree of a particular dis-
ease case. For example, the system may use a checklist of specific symptoms
and laboratory results to determine whether a case is possible, probable, or
confirmed. By defining these rules, users can ensure that the system accurately
assesses each case based on the specific criteria defined for each disease. This
process is automated so that the case is classified as soon as the registration
is completed by the physician, and subsequently, the information and the case
classification are automatically sent to the relevant participants in the health
chain.
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Figure 4. ISRRCD organizational module – overview of disease management

Physician’s module

This module is a key component of the software system and is responsible for
the registration and reporting of new communicable disease patient cases. The physi-
cian selects the specific disease from a pre-defined list of diseases. Once selected, the
system automatically generates a graphical interface that includes a list of symptom
criteria specific to the selected disease (Figure 5). This ensures that all relevant
information is captured during the registration process. The Organizational mod-
ule plays a key role in the Physician’s module, as it defines the rules and symptom
criteria for each disease. Based on these rules, the system automatically determines
the degree of the case during the registration process. This ensures that cases are
accurately classified as either possible, probable, or confirmed based on the specific
symptom criteria for each disease described in Ordinance No. 21. Once the physi-
cian has completed the disease registration steps, the system automatically sends
notifications to relevant parties (Figure 6), such as the regional health inspection,
the Communicable Disease Book, the patient’s GP, and the patient themselves (if
their email is present). This helps to streamline communication and ensure that all
relevant parties are informed of new cases without the need for manual data entry
or notification. Export of the registration data to an XML file is provided so that it
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Figure 5. ISRRCD physician’s module – registering a case of a communicable disease
(from XML file)

Figure 6. ISRRCD physician’s module – registering a case of a communicable disease (step 4)

can be transmitted to other systems, thus achieving integration with external sys-
tems. The XML file schema might be subject to change according to the specific
requirements of the foreign system.

Statistical module

Statistical data is important in preventing disease outbreaks as it helps identify
patterns and trends of disease occurrence, track the effectiveness of prevention mea-
sures, and predict future outbreaks. This information allows public health officials to



20 S. Abanos et al. / Modeling and clinical data exchange in registration . . .

make evidence-based decisions and take proactive measures to protect public health.
Therefore, the statistical module is an essential part of the proposed software system,
which allows participants, including Managers, Physicians and Referrals/Guests to
gain valuable insights into communicable disease incidence and prevalence within a
specific area and time period. By using various filters like time intervals, location,
and a specified disease or group of diseases, the module generates statistical reports
and visualizations that help to identify trends, patterns, and correlations in the data.

One of the key components of the statistical module is its ability to produce
visualizations that highlight critical information (Figure 7). Users can view data
in different formats, such as tables, graphs, and charts, which makes it easier to
identify areas of high disease incidence, track disease outbreaks, and evaluate the
effectiveness of prevention and control measures. For example, a heat map can show
the geographical distribution of cases, which can assist the specialists in identifying
regions with high disease incidence.

The statistical module supports various statistical analyses that can help the
specialists recognize trends and patterns in the data, predict future disease incidence,
and aid in decision-making around prevention, control, and treatment. Public health
officials, epidemiologists, and other stakeholders involved in disease surveillance,
management, and research can utilize the features of the module to gain valuable
insights into disease incidence and prevalence. The module is user-friendly and
accessible, allowing the easy generation of reports and visualizations.

Figure 7. ISRRCD – statistical module view
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Furthermore, the statistics module can provide valuable insights into the effec-
tiveness of public health policies and interventions. By tracking disease incidence
over time, healthcare providers and policymakers can evaluate the impact of differ-
ent interventions and adjust their approach as necessary. This can lead to improved
health outcomes for patients and reduced healthcare costs, as well as more effective
public health policies and interventions. Ultimately, this can contribute to improved
population health and well-being.

4. Conclusion

Based on the requirements in Bulgaria related to the registration and reporting
of communicable diseases, reviewing the current situation in data exchange and after
an extensive literature review, it becomes clear that solving the problems related to
the lack of interoperability in Bulgarian eHealth is essential in the fight against
communicable diseases, where quick and efficient information exchange is necessary
to contain the spread of the disease.

The benefits of a centralized information system, which provides semantic in-
teroperability and integration with other systems, are significant in contributing to
improved public health outcomes by enabling earlier detection and more targeted
interventions. The ability to monitor the epidemiological situation in real-time can
help reduce the spread of disease and ultimately lead to better health outcomes for
patients. The centralized system also allows for a more coordinated and efficient use
of resources, reducing healthcare costs and increasing overall efficiency.

In conclusion, a well-designed information system for registration and reporting
of communicable diseases with automated data exchange and statistical modules can
make a significant contribution to public health by improving disease control and
prevention efforts. It is therefore important to invest in such system to ensure that
healthcare providers and policymakers have the tools they need to make informed
decisions and effectively respond to disease outbreaks.

In the effort to solve these problems, the following achieved tasks can be sum-
marized:

• A prototype of an Information System for Registration and Reporting of Com-
municable Diseases (ISRRCD) under Ordinance No. 21, issued by the Bulgar-
ian Ministry of Health, has been modeled, developed and tested.

• Automated application of rules for classification of communicable disease cases.

• Registration of communicable disease cases in the Register of Infectious Pa-
tients in the Regional Health Inspectorate has been automated.

• The exchange of messages between participants in the process of registering
communicable disease cases is automated, saving the time needed for data
re-entry and thereby reducing errors.
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• Visualization of statistics with summary data for the communicable disease
cases stored in the database, preparation of reports by time interval, region,
disease and other signs have been implemented.

The proposed software has been tested with real data and consultations have
been carried out with specialists from the regional health inspectorates. A video
demonstration of the current functionalities can be found on [1]. The software is
at the prototype stage and the following directions for future work can be summa-
rized: Further integration with other systems – alternative ways for entering data
are provided, for example, through XML files according to a defined XSD scheme.
These integrations are of significant importance in reducing the time required for
duplicate data entry as well as reducing the possibility of errors in the process of
integrating heterogeneous systems, for example, integration with various laboratory
information systems.

The developed system can be transformed into a cloud-based data manage-
ment platform, which will further eliminate human intervention in data entry and
management when reporting cases of communicable disease patients. In this case,
further research would be necessary in relation to requirements for the protection of
personal data.
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Knowledge management methods and their efficient implementation across the orga-
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the semantic integration of enterprise data sources essential to service management pro-
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and problem management within enterprises. We propose an ontology – a conceptual
model for the incident management process. The incident ontology presented as an intel-
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understand the problem. We discuss the conducted experiment results with the proposed
in this article conceptual model using the enterprise knowledge graph platform. It can
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1. Introduction

The business processes within an organization are of great variety. Their au-
tomation includes many applications. The enterprises are targeting improvement
in many aspects, including better customer experience and manageable processes,
where data integration is one of the main challenges. There are many approaches,
platforms, and tools. With the significant increase in data volume, the complexity of
the analysis and insight discoveries grows considerably, becoming an ultimate chal-
lenge. The centralized data store is one of the often-used components in the overall
enterprise architecture. In many aspects, it is a costly approach that does not give
results as expected. Vast methods and platforms are addressing this topic. Some
ensure centralized storage and consistent reporting within the organization but are
designed to solve specific tasks and reflect various aspects of applications, but not
the business domain and the underlying relationships. Thus, it does not represent
the problem domain and the concept’s relations. A complementary approach is an
intelligent integration using a virtual unified data layer.

The type of data assets in organizations, structured or unstructured, increases
the difficulties in various tasks of the integration processes. The text data assets are
a source of intensive knowledge. They are the primary source of additional infor-
mation for the methods that might add other steps in the pipeline, like necessary
preprocessing steps or concept mapping, and affirm challenges before information
extraction. The lack of unified metadata or catalog leads to ambiguity and incon-
sistent automation. This paper presents a conceptual model essential for semantic
data integration and apprehends the metadata for the data sources across one orga-
nization, allowing an ontology-based data access approach [18].

The particular domain is Information Technology Service Management (ITSM).
The IT Infrastructure Library (ITIL) is an IT service management framework that
outlines best practices for delivering IT services [3,17]. Implementing a good ITSM
process as ITIL has numerous benefits for an organization [6]. The complemen-
tary component to the processes is the semantic layer – a technique to implement
intelligent integration and interoperability. The specific process we are reviewing
is Information Technology service incident management, a part of the processes
and practices of Information Technology Infrastructure Library (ITIL) methodol-
ogy, widely adopted in many enterprises. An incident and its resolution are critical
for service reliability and organization credibility. Extracting and enriching organiza-
tional knowledge is a fundamental part of the pipeline of construction of our holistic
view of corporate IT assets. Our model, an essential component in the semantic
data layer, may contribute to operational excellence proactively.

2. Conceptual model

IT service management encompasses many practices, including the operational
one of resolving incidents. According to ITIL Operation management, the incident
is [3]: “An unplanned interruption to an IT Service or reduction in the quality of
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an IT Service. Failure of a configuration item that has not yet impacted the service
configuration item is also an incident, for example, failure of one disk from the mirror.
Incident management deals with all incidents; this can include failures, questions,
or queries reported by the user by technical staff or automatically reported by the
event”.

Solving an incident that has interrupted service is critical and includes deter-
mining the failure, taking the right action, and restoring the service’s regular work.
Implementing a fast process of resolving incidents is an indispensable asset of an
organization where the critical aspect is to include all possible sources of informa-
tion. Gathering expertise about the incident is the expert responsibility, defining the
incident, including essential attributes and a text description. The enrichment using
other, typically from unstructured data, information extraction techniques could be
valuable for more accurate first-level incident analysis.

2.1. Conceptual schema. Knowledge and data

The incident management process can benefit from semantically modeled data
in finding new information, streamlining the resolution in a resilient and predictive
way. The classical approach for enrichment is to infer new implicit facts by applying
logical axioms embedded in the schema. Automatically deduce a taxonomy with
subsumed classes with our categories or infer new relations among them. The solu-
tion can be found using expert knowledge or knowledge from already solved incidents
stored in the database.

The priority assessment is among many steps in incident management, essential
for the escalation process. An integral part of the process is the estimation of impact
and urgency. The impact reflects how many configuration items such as storage,
servers, or applications are affected, and the urgency reproduces how fast other
configuration items will be affected.

Our proposed conceptual schema aims to categorize the incident according to
different characteristics automatically. For example, the incident priority, impact,
and urgency can be defined with appropriate axioms as a part of the conceptual
schema. We can categorize according to business rules and components and conse-
quently have better ideas that might complement determining possible causes.

A fundamental component of the data integration approach in the semantic
data layer is the conceptual model, realized further as ontology. The proposed ar-
ticle may help implement a non-incident-centric strategy for operational excellence
following the proactive understanding of the incident management process based on
a semantic data graph. We have planned various experiments with the proposed
model. We have used a knowledge graph platform as a design schema integration
data tool, query answering, and database for them. The knowledge platforms are
integration tools that combine different approaches for finding insights and have
functionalities for semantical enrichments. They can link various data sources that
could be extremely helpful in resolving incidents, including regulations and organi-
zation procedures.
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Semantic network

Different descriptive formalisms for knowledge representation are organized as
structural and formal languages. The Semantic Web is perceived as a semantic
network of immense scale. The semantic networks as a knowledge representation
structured formalism are at the heart of the described model. The semantic network
is a structured formalism, and it is many variants John Sowa defines [2]: “A semantic
network or net is a graph structure representing knowledge in patterns of intercon-
nected nodes and arcs. Computer implementations of semantic networks were first
developed for artificial intelligence and machine translation, but earlier versions have
long been used in philosophy, psychology, and linguistics.” All semantic networks are
graphically represented knowledge that supports automated systems for reasoning.
Some versions are informal, but others are formally defined logic systems [2].

Ontology

The concepts and the relations among them should be unambiguously defined,
and that is the main target of ontology as metadata about domain entities and
relationships among them. Tom Gruber establishes the idea of ontology as [13]
“an explicit specification of a conceptualization”, creating machine-readable explicit
formalization of a domain. An ontology consists of concepts and relationships con-
strained by domain-specific business rules.

The knowledge is represented with formal languages; those based on first-order
predicate calculus are RDF Schema (RDFS) [10] for concept, relations, and restric-
tion, and the Ontology Web Language (OWL) [8] as an RDFS extension. The fun-
damental standard Resource Description Framework (RDF) [11] widely adopted a
graph data model of objects and its presentation in subject-predicate-object triples.
Applying the Shape Conceptual Language (SHACL) [12] enables distributed valida-
tion over data silos and rules described by OWL 2 RL [7] and SWRL [16].

OWL is probably the most used knowledge representation language. The OWL
sublanguages OWL Lite, DL, and Full enable the knowledge engineer to balance
expressiveness and semantic capabilities while ensuring efficient inference.

SHACL is an RDF-based language that can check for integrity constraints not
globally as OWL 2 axioms. Instead, it can be performed for each data set. SHACL
is appropriate for expressing data integrity, while the traditional data integrity con-
straints are global and thus not readily adopted to distributed data.

Simple Protocol and RDF (Resource Description Framework) Query Language
SPARQL [14] can define queries across diverse data sources, whether the data is
stored natively as RDF or viewed as RDF. The result of a SPARQL query can be a
data set or an RDF graph.

The above techniques are used in various realizations for enterprise-wide usage,
ensuring interoperability and state-of-the-art enterprise management processes.
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2.2. Conceptual model

The ontology concepts, relations, and constraints are central to the proposed
semantic model. As such, the conceptual schema design results from concentrated
domain knowledge analysis. Our model follows the top-down approach based on
methodology and human expertise. The high-level concepts and their relations are
presented in Figure 1.

Figure 1. Incident conceptual model

2.2.1. Concepts

The main concepts, designed as owl classes, are Request, Incident, Agent, Re-
source, and Configuration Item examples: server, storage, application, service, and
agents. The request for Resources could be for implementing a change, incident
resolution, or service desk request. An example of an Application as a subclass of
Resources is associated with its modules and architecture. An Agent is specialized
as a person, and a person has different roles. The important roles in the incident
process are client, employee, and user.

2.2.2. Ontology specification

OWL Class: inc:Incident
The class Incident includes different types of service interruption with the at-
tributes describing the object.
Sub-class-of: inc:Request
Restriction: domain of object property comprise_seg

OWL Class: inc:Agent
The class Agent groups the agents or system who notifies of the service interrup-
tion.
Sub-class-of: owl:Thing
Restriction: domain of object property ann_incident
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OWL Class: inc:Customer
The class customer includes those person or organization entities who have ac-
quired a service or product from an organization.
Sub-class-of: owl:Role
Restriction: domain of object property purchases

OWL Class: inc:User
The user denotes persons who work at an organization or customers of an orga-
nization and are authorized to use the services of the organization.
Sub-class-of: owl:Role
Restriction: domain of object property register

OWL Class: inc:ISMEvent
The class ITSMEvent includes the system operation messages
sub-class-of: owl:Thing

OWL Class: inc:Role
The class Role includes different roles that a person or organization may have
sub-class-of: owl:Thing

OWL Class: inc:ConfigurationItem
The class Configuration item includes a comprehensive type of IT assets
sub-class-of: owl:Thing
Restriction: domain of object property subject_of

3. Enterprise knowledge graph

“Knowledge graph” is a term proposed by Google in 2012 as RDF graph data
model, without details about its realization [18]. The knowledge graph may be de-
scribed as a framework for realizing a data layer for querying information across var-
ious data sources, thus unifying different silos and data access across many sources.
It may be implemented as a database or virtually with a transformed query. Its main
component as a knowledge-based system is the data schema or ontology. It has em-
bedded logic axioms, which could be formalized differently, performing constraints
and inferring additional, not explicitly modeled concepts or relations. Statistical rea-
soning is another approach for enriching the knowledge graph in many knowledge
platforms.

The pipeline is not fully automated but could be partially realized and enriched
using semantic parsing, natural language understanding, machine learning, and logic
inference. Different profiles ensuring different levels of expressiveness are adopted
to manage the performance limitation of the reasoning engines. The semantic layer
data’s graph unifies distributed silos. The construction of a knowledge graph is
supposed to have good scalability and performance, which is achieved with an on-
demand inference or approximate one for knowledge graph storage virtualization
and querying.
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To validate the proposed conceptual mode for incident management, we have
defined the ontology using OWL and the mapping procedure for conceptualizing the
data. The processed experiments with the knowledge platform Stardog [15] based on
a graph model that supports various formats and reasoning, including RDFS, OWL,
SHACL, and SWRL. Following are some excerpts from the schema and screen with
reasoning.

3.1. Graph data

We use data from an open data repository – the Incident management process
enriched event log Data Set1. The dataset reflects information about incidents and
the workflow for incident resolution, related agents, affected configuration items,
and the different stages of the process. It is an event log of an incident management
process extracted from data gathered from an instance of the ServiceNow™ platform.
The event log is enriched with data loaded from a relational database underlying
a corresponding process-aware information system. Information is anonymized for
privacy. The instances are 141 712 events, but 24 918 incidents. The concept map-
ping is created by file with platform-specific formats associating the data row to the
classes and relationships. The result is confirmed by the created incident nodes with
attributes, configuration items, and other concepts.

3.2. Incident data graph

The primary type of objects are concepts, designed as owl classes, and are
Request, Incident, Agent, Resource, and Configuration Item. The incident is instan-
tiated from the customer, user, or system, and an incident announcement is an event
using a specific component. We model the incidents as sequences of segments de-
noting the different steps in the incident resolution ontology, following the design
patterns for ordering relationships [1]. For example, the introduction of the incident
relates to opening the next step could be the investigation performed by the assigned
expert, then closing the incident.

3.2.1. Priority and impact

The incident priority is formulated as a defined class, categorizing the incident
in a subcategory, i.e., high-priority-incident. The incident is classified according to
other parameters like business service affected, urgency, or impact. The priority
formulation is in terms of impact and urgency, and the incident impact is defined in
terms of affected configuration items. For example, the classification axioms infer
a medium impact if the affected items are more than substantial value, which is
specific to the organization.

1https://archive.ics.uci.edu/ml/datasets/Incident+management+process+enriched+
event+log
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3.3. Configuration item data graph

The location is identified as a physical place where a person or organization may
reside or a virtual address. The configuration items in Figure 2 and Figure 3 are the
operations assets and the configuration management database (CMDB) entities with
the corresponding hardware, application, and services subclasses. The configuration
items are the range of the affected configuration item relation.

Figure 2. Incident schema

Figure 3. Configuration item type and instances
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3.4. Agent data graph

The Agent class is specified in the subclasses person, customer, and system
notification. The concept underpins the incident logging step of the incident man-
agement process. The incident management process follows several steps, among
them incident categorization, prioritization, assignment, and resolution.

Organization

The organization class in Figure 3 relates to the owner and representative,
which are the specification of class roles. An organization instance has employees
and an internal structure defined in an organizational hierarchy in employee groups.
The organization produces products that clients purchase.

3.5. Role schema

A person or organization may have different temporal roles, presented in Fig-
ure 4 and Figure 5, like a company’s customer, user, owner, or representative. The
constraint for a customer is to have at least one product. In Figure 5, we can follow
the customer who has instantiated the presented incidents object.

ISTM event

Figure 6 illustrates the system’s event interpretation – the notification of the
status code of the systems, i.e., warning or failure. The failure of some components
may automatically create an incident in the workflow. The typical channel is service
support, where a customer reports the incident while users open an incident due to
a malfunctioning component of the IT environment.

4. Classification

Our planned experiments include inferences based on the OWL 2 Lite and the
OWL 2 DL [9] description logic reasoner, and the OWL 2 RL semantics with SWRL
support. The instances are classified with eager reasoning based on axioms. In
Figure 7, the experiments with the prioritization process assign a member to the
related incident category – medium priority, according to its impact and urgency. It
is realized with appropriate ontology axioms and rules. Such classification step could
be included in the incident resolution pipeline as part of the solution for automatic
inference or validation of an existing manual priority assessment process. Thus, we
can derive new, non-explicitly defined facts.

Another approach to classification is reasoning, performed at query time. In
the performed experiments, the data set was relatively limited. We plan various
experiments over different data sources to reveal the model’s capability further.
Among them, virtual and materialized unification are planned. As a machine learn-
ing aspect, we plan to apply the inductive approach to predict values or search for
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Figure 4. Agent, Person, and Role class

Figure 5. Role class and instances and relations

similarities in the data embedded in the graph [5]. Another intended experiment in
the future is to use suitable NLP techniques to extract additional information about
the incident from text data sources.

5. Conclusion

The semantic approach to search engines within an organization can signifi-
cantly improve the processes within the organization, and the ontology approach
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Figure 6. ITSM Event

Figure 7. Incident classification

may solve different generic tasks within the organization [4]. It may rely on graph
data, comprehended holistically, including various data silos. Constructing a seman-
tic data model depends on multiple methods and techniques to build, support and
enrich the enterprise’s knowledge assets. Our experiments on the operational process
for IT incident management with semantically modeled proactive incident discovery
show promising results. Further development of such an approach can potentially
leverage the organization’s operational excellence.
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AN IMPROVED BULGARIAN NATURAL LANGUAGE
PROCESSING PIPELINE

MELANIA BERBATOVA and FILIP IVANOV

In this paper, we present a language pipeline for processing Bulgarian language data.
The pipeline consists of the following steps: tokenization, sentence splitting, part-of-
speech tagging, dependency parsing, named entity recognition, lemmatization, and word
sense disambiguation. The first two components are based on rules and lists of words
specific to the Bulgarian language, while the rest of the components use machine learning
algorithms trained on universal dependency data and pretrained word vectors. The
pipeline is implemented in the Python library spaCy (https://spacy.io/) and achieves
significant results on all the included subtasks. The pipeline is open source and is
available on Github (https://github.com/melaniab/spacy-pipeline-bg/) for use by
researchers and developers for a variety of natural language processing and text analysis
tasks.
Keywords: natural language processing, language pipeline, word sense disambiguation
CCS Concepts:
• Applied computing∼Document management and text processing∼Document capture∼
Document analysis

1. Introduction

A language pipeline consists of a sequence of steps targeted towards processing
and analyzing natural language data. A typical language pipeline might include
steps such as tokenization, part-of-speech tagging, parsing, and semantic analysis
among others. These steps are used as a preprocessing stage in many different tasks
and applications that involve analyzing human language.

Large number of language pipelines are built with the Python natural language
processing library spaCy, which offers easy and flexible way to create such systems.
A spaCy pipeline can combine predefined components, such as tokenizer and part
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of speech tagger, as well as custom developed components and other functions, de-
pending on the end goal of the system.

There are previous works for building a Bulgarian pipeline based on previous
versions of spaCy [18] or custom-built software [19]. However, since these works have
been published, new neural-based based algorithms for tasks such as lemmatization
have been put into practice, which improve the performance and also facilitate the
automatic evaluation.

Currently in spaCy v.3, there are trained pipelines for more than 20 languages,
including low-resource languages from the Balkans, such as Macedonian1, Greek [17],
and Romanian, but not Bulgarian. A language pipeline with good performance is
crucial both for conducting research in the field of word processing and other related
areas and for creating software applications for various purposes.

The goals of the current work are:

• to create an end-to-end, open-source pipeline for the Bulgarian language in
spaCy v.3;

• to improve available lists of tokenizer exceptions and stop words and regular
expressions for handling specific symbols and punctuation;

• to switch from rule-based to neural edit-tree lemmatization;

• to create custom modules for sentence splitting and for word sense disambigua-
tion.

2. Related work

Savkov et al. [19] are the first to present a linguistic processing pipeline for
Bulgarian including morphological analysis, lemmatization, and syntactic analysis
of Bulgarian texts. Lemmatization and word sense disambiguation are performed
by manually crafted rules, while part-of-speech tagging and morphological tagging
are performed by tools based on support vector machines (SVMs). Different parts
of the pipeline are developed as part of different systems, including the CLaRK
system [20], Gtagger [6], and MaltParser [14].

Later, Popov et al. [18], present a spaCy-based pipeline consisting of modules
for tokenization, lemmatization, POS tagging, dependency parsing, named entity
recognition and dependency parsing. The lemmatization is still done by applying
a set of rules over a large morphological dictionary, part of speech tagging, depen-
dency parsing and named entity recognition are done by spaCy’s built-in algorithms
and word sense disambiguation is performed using the EWISER system [3]. There
are some directions in which the pipeline can be improved. First, the pipeline is
implemented in an outdated version of spaCy, it is not publicly available, and there
is no discussion of the algorithms in use. Second, there is no information about the
use of pretrained word vectors. And finally, there are no quantitative evaluation

1https://blog.netcetera.com/macedonian-spacy-f3c85484777f
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results reported from the WSD system, and there is no analysis of the errors that
the system produces.

3. Training data

3.1. Universal dependencies

The data in the Bulgarian treebank [16] consists of a total number of 11138
sentences, of which 8907 are in the train set, 1115 are in the development set, and
1116 are in the test set. These sets are formed in the following way: each first
sentence is taken for the test set, each tenth one is taken for the development set,
and the rest of the sentences form the train set. The data is from three main
domains: 81% from Bulgarian newspapers, 16% from fiction texts, and 3% from
administrative documents.

The texts of the dataset are split into sentences, and every sentence is tokenized.
Then, every token is annotated with its lemma, part of speech tag, list of morpho-
logical features, head of the dependency, type of dependency relation, and other
additional characteristics. The data is publicly available2 in CoNNL-U format.3

3.2. BulNet

WordNet [11] is a lexical database organized on the basis of semantic features.
Its development began in 1978 [21] for the English language. Currently, there are
versions for over 200 languages. It is organized around the idea of synsets – cognitive
synonym sets representing sets of words of the same part of speech that can be used
interchangeably in a certain context. Each synset has its own short description, often
referred to in the literature as a gloss, as well as a list of short examples, illustrating
the exact use of the given meaning in a sentence. The Bulgarian version of WordNet
is called BulNet [9].

Current BulNet consists of 22092 nouns, 9043 verbs, 8969 adjectives, and 1692
adverbs, which makes it several times smaller in volume than the English version.

When synonymous sets are separated from each other by extremely small and
difficult-to-notice marks, the task becomes too complicated, even for humans. There
are situations where different annotators would choose different meanings and an
agreement of about 80% is achieved, which is perceived as target accuracy for a
word sense disambiguation system [3].

3.3. fastText vectors

The pretrained word vectors that we are using are fastText vectors [4] for the
Bulgarian language4. These vectors are of dimension 300 and are trained on Bulgar-

2https://github.com/UniversalDependencies/UD_Bulgarian-BTB
3https://universaldependencies.org/format.html
4https://fasttext.cc/docs/en/crawl-vectors.html
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ian Wikipedia. FastText vectors showed the best performance among other archi-
tectures for pretrained vectors that we experimented with. One of the main reasons
is that fastText works on a character level, generating n-grams of symbols on which
the algorithm is trained. This makes it very well suited for morphologically rich lan-
guages, such as the Bulgarian language, where a single word can have many forms,
not all of which are present in the training corpus. With the n-grams mechanism,
FastText is also able to manage successfully out-of-vocabulary cases, which occur
often when the training data is limited.

4. Pipeline implementation

In spaCy, there are two types of components - trainable and non-trainable.
Trainable components rely on training data and machine learning algorithms. Non-
trainable components rely on predefined sets of rules, by which they process the data.
In our pipeline, the rule-based components are the Tokenizer and the Sentencizer.
The remaining components rely on training data and machine learning modules. In
the following subsections, we will discuss in more detail the algorithms which each
one of the components is using. Figure 1 presents the sequence of the steps in the
pipeline.

Figure 1. Sequence of the steps of the developed Bulgarian language pipeline

4.1. Rule-based components

4.1.1. Tokenizer

The tokenization is the first step of the pipeline, as the following components
need input data in the form of a sequence of tokens. For the sake of modelling cor-
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rectly the Bulgarian language, we created our own custom tokenizer. The Bulgarian
tokenizer consists of:

• Lists of special cases, such as metrics, abbreviations, and titles,

• List of stop words,

• Regular expressions for handling tokens with special symbols, like hyphens,
apostrophes,

• Regular expressions for handling punctuation.

Tokenizer exceptions consist of the following types:

• Units of measure: can be with ( “см.”) or without dot (“см”),

• Abbreviations - some like “изд.” (from “издателство”, publishing house) can
be only in the middle of a sentence, whereas others like “др.” (from “други”,
others) can be both in the middle and in the end,

• Hyphenated abbreviations, like “г-жа” (Mrs.),

• Capitalized abbreviations, like “БДС” (from “Български държавен стан-
дарт”, Bulgarian State Standard).

4.1.2. Sentence splitter

Ideally, the dependency parser algorithm should be able to learn to split sen-
tences automatically. Unfortunately, as our training data is already split into sen-
tences, that was not possible, and a separate rule-based algorithm had to be devel-
oped.

The sentence splitter consists of rules for treating punctuation and a variety of
edge cases, connected to the uses of initials and abbreviations. Initials, such as “A.”,
are marked as invalid end of sentence.

This custom-built module takes as input the tokenized text. In order to split
the sentences correctly, the algorithm assumes that a token can be the beginning of
a sentence if:

• Starts with an uppercase letter, and

• The preceding token is not an invalid end, and

• The preceding token is end-of-sentence punctuation, or it’s not one of the
special cases, or is of the special cases, but is a possible end of the sentence.

In this manner, the Sentencizer is able to avoid splitting sentences where the
dot is used in abbreviations, such as:

Св. Николай Чудотворец е роден 15 март 270 г. в Патара, Ликия.
(St. Nicholas the Wonderworker was born on March 15, 270 in Patara, Lycia.)
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4.2. Built-in trainable components

4.2.1. POS-tagger and morphologizer

The part of speech tagger and morphologizer components are implemented by
the spaCy’s tagger model, which uses a linear layer with softmax activation to predict
tag scores for every token’s vector. The POS tagging module uses as features the
token vectors, as well as information from the morphologizer, which is a trainable
component that predicts morphological features and fine-grained POS tags following
the Universal Dependencies UPOS5 and FEATS6 annotation guidelines.

4.2.2. Dependency parser

A dependency parser (DEP) is a model which analyzes the grammatical struc-
ture of a sentence. The dependency parser marks the relationships between “head”
words and words that modify those heads. The spaCy parser uses a modification of
the non-monotonic arc-eager transition system [7], which jointly learns dependency
parsing and labelled dependency parsing. The algorithm uses a pseudo-projective
dependency transformation [13], which allows it to work with non-projective trees,
which may occur in languages with free word order, such as the Bulgarian language.
In our training data, 279 out of 8836 sentences (3%) have non-projective dependency
trees.

4.2.3. Lemmatizer

In the Bulgarian language, the lemma of a certain word cannot be determined
by applying a short list of rules. One approach to the problem is to use large
lists of words in all their possible forms and base form to determine the result
of lemmatization. A disadvantage of the approach is that when the desired word
does not appear in the list, there is no processing option. Then either the current
form of the input word should be returned or an empty character string should be
returned. If the dictionary of presented word forms is not comprehensive enough,
both approaches will result in token mishandling and, therefore, in low recall values
of the overall system.

To address this limitation, we apply a method proposed by Müller et al. [12],
according to which an “EditTreeLemmatizer” is built. The method is available for use
as a standalone component in the spaCy tool. In the Neural edit-tree lemmatization
algorithm, the lemmatization task is treated as a classification problem. The classes
represent all learned edit trees, and the Softmax function is used for computing the
probability distribution over all trees for a particular token. Then the algorithm
tries to apply the most probable tree and, if this is not possible, continues with
the next most probable tree. An edit tree consists of the following types of nodes:
inferior nodes, which split the string into a prefix, an infix, and a suffix, and leaf
nodes, which apply the learned transformation. An example edit tree is shown in
Figure 2.

5https://universaldependencies.org/u/pos/index.html
6https://universaldependencies.org/format.html#morphological-annotation
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Figure 2. Edit tree for the inflected form “най-добрият“ (the best) and its lemma “добър” (good)

4.3. Additional components

4.3.1. Word sense disambiguation

Word-sense disambiguation (WSD) is the task of determining the correct sense
of a word in a given context [8]. It can be a supervised, unsupervised, or hybrid
task. Supervised approaches utilize a corpus of sentences in which individual words
are manually labelled with senses from a lexical resource, such as WordNet.

In the current pipeline, word sense disambiguation is regarded as a supervised
machine-learning task. Bulgarian WordNet provides a valuable source of data, in-
cluding possible senses, hypernyms, and usage examples. For each potential sense,
a sample text is constructed by combining the glosses for the sense and its related
hypernyms. Subsequently, these texts are passed through spaCy as distinct docu-
ments. This process results in vectors of each token in the text. Next, the vectors
corresponding to each document are averaged, and each sentence is assigned a single
vector. The rationale behind this approach is that different sense descriptions will
have distinct vector representations, and by averaging them, the representation in
the latent space will contain sufficient information for disambiguation. The final
stage entails identifying the closest candidate to the target sentence in the latent
space, which is accomplished by employing cosine distance for measuring distance
and determining the closest candidate.

5. Experiments

5.1. Word embeddings

For the performance of the word sense disambiguation model, which uses infor-
mation from the preceding steps of the pipeline, we experimented with different pre-
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trained word embeddings architectures, such as BERT [5], RoBERTa [10], Flair [2]
and fastText [4]. Bulgarian BERT7 is trained on the Bulgarian version of Wikipedia
and the OSCAR 2019 corpus [15], composed of 1,268,114,977 words with a total size
of 14 GB, as well as with data from the online library Chitanka.info8. Bulgarian
RoBERTa9 is trained on the corpora Wikipedia, OSCAR 2019, and Newscrawl one
million sentences10.

An interesting observation is that for our task BERT and RoBERTa models
have similar performance. This is most likely due to the volume of data on which
the Bulgarian models were trained. For the original English models, BERT was
trained on 16 GB of data and RoBERTa – on 160 GB. Such volumes of data are not
available for the Bulgarian language, and accordingly the models have a comparable
performance.

In our experiments, the best results were obtained with the fastText vectors,
which we included in the final version of the system. A comparison of the results
can be found in Table 1.

Table 1. Performance comparison of different approaches
for solving the WSD task

Algorithm Accuracy
Cosine similarity with fastText 65.24
Cosine similarity with Flair 63.99
Cos similarity with RoBERTa 62.82
PageRank – undirected graph 58.76
PageRank – directed graph 61.33

5.2. Word sense disambiguation algorithms

For the word sense disambiguation task, we experimented with two main types
of algorithms – graph-based and similarity-based. One of the tested methods for re-
solving ambiguity involved using graph-based algorithms. This family of algorithms
extracts all possible senses for a given text and builds graph representation of the
text utilizing the available relations in WordNet or other similar knowledge bases.
Those approaches rely heavily on the PageRank algorithm, with different modifica-
tions tailored to suit the specific problem at hand. In essence, all approaches assign
weights to the nodes in the graph, which determine the most probable senses for
the target text. According to Agirre et al. [1], such methods need longer texts of no
less than 20 words to build a graph with weights that will ultimately converge to a
single probable sense.

A crucial factor influencing the system’s performance is the number of connec-
tions and senses available in the knowledge base. In the case of Bulgarian language
WordNet, the available connections are fewer and lack utility for graph construction,

7https://huggingface.co/rmihaylov/bert-base-bg
8https://chitanka.info/
9https://huggingface.co/iarfmoose/roberta-base-bulgarian

10https://wortschatz.uni-leipzig.de/
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since the sentence graphs may not be connected and can be composed of several
disjoint graphs. As for the similarity-based approaches, the number of relations
in WordNet is not significantly important because in those methods we rely heav-
ily on the semantic relationships that have been learned from unstructured texts
while training the word embeddings. Building word embeddings does not require
the meticulously crafted relations encapsulated in WordNet and the embeddings’
position in latent space can be used to calculate the similarity between words and
sentences. In our case, the cosine similarity was used to determine the distance be-
tween different sentences. In order to deal with different sentence lengths, an average
pooling was used that averages the weights of the words within the provided excerpt,
resulting in an effective assignment of a single word embedding for each sentence.

Our experiments indicated that vector-based approaches prove more effective
for the Bulgarian language. Table 1 summarizes the results of the different word
disambiguation techniques tested.

6. Results and evaluation

6.1. Automatic evaluation

We evaluate our pipeline, based on the following metrics: TOK – tokenization
accuracy, POS – part-of-speech accuracy, UAS – unlabeled attachment score for
dependency parsing, LAS – labelled attachment score, LEMMA – lemmatization
accuracy, WSD – word sense disambiguation accuracy, and SENT F – sentence
splitting F-score. The sentence splitting score, however, is biased, as the majority
of the test examples are already split into sentences.

Table 2 presents the results of the current pipeline, compared to the previously
reported results [18]. We observe that our pipeline archives better results on all the
included subtasks.

The previous works do not report automatic evaluation for the lemmatization
and word disambiguation task, and we could compare the obtained results. However,
manual error analysis, presented in the next section, shows that those two modules
also show good performance for the Bulgarian language.

Table 2. Comparison of the results on the BulTreeBank dataset
of the current pipeline and the previous implementation [18]

Metric Pipeline-2020 Pipeline-2023
TOK — 99.97
POS 94.49 98.12
LEMMA — 93.88
UAS 89.71 89.95
LAS 83.95 84.77
WSD — 65.24
SENT F — 94.65
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6.2. Error analysis

6.2.1. Lemmatization

A frequently occurring problem are the differences in the spelling of the base
forms of the words. In BulTree Bank, the data on which the lemmatizer was trained
differs from the way it is written in WordNet. Such examples are “запазя-(се)” –
“запазя” (to save oneself ), “смея се” – “смея” (to laugh) and others. During the
system workflow, the suffixes “-(се)” and “-се”, which are marking reflexive verbs,
are removed before the search is executed. Unfortunately, this does not help in cases
where the proposed base form is wrong. Such a case is “призовам-(се)” instead of
“призовавам” (to call out).

Alignment of the resources would lead to an improvement of the results and
an increase of the recall measure and, accordingly, of the F1 result of the overall
system. On the BulTree Bank validation set an accuracy of 0.9388 is reached for the
lemmatization task, which is quite a good result for a morphologically rich language
such as Bulgarian. Despite the high score on this set, discrepancies with WordNet
undoubtedly contribute to low recall values.

We examined closely the outputs of the edit tree lemmatization algorithm. We
were able to identify three main types of mistakes made by the algorithm:

1. Errors caused by the suffixes “-(сe)” and “-сe”.

2. Incorrect suggestion for a base form of an existing word, such as “булеварда”
instead of “булевард” and “пейзажа” instead of “пейзаж”.

3. Prediction non-existent words, such as “лип” instead of “липа”, and “щайг”
instead of “щайга”.

As we can see, most of the errors come from confusion between words in the
masculine gender, ending with the determination ending -a, and words in the femi-
nine gender, whose base form ends with a gender ending -a. It is possible that with
more training examples the algorithm for tree selection will be able to discern more
details and choose the appropriate tree more frequently. In its current version, the
model is trained on 8,907 sentences from the BulTree Bank, which is insufficient for
a morphologically rich language such as Bulgarian.

6.3. Word sense disambiguation

There are two main sources of errors of the word sense disambiguation module:

1. Synsets, which are presented in BulNet with multi-token expressions, such as
“черен чай” (black tea) and “маслодайни рози” (oil roses).

2. Overlapping senses – often there are cases where the meaning of a word in a
particular sentence can fall in more than one of the predefined senses, and the
predicted and original senses are different, while equally true. An example of
such a case is shown in Table 3.
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Table 3. Example of an error by the word sense disambiguation module for the meaning of
the word “пристъпвам” (to step), where the predicted and the original sense are very close

Example Expected sense Predicted sense
Пристъпих напред и вдигнах
ръка.
(I stepped forward and raised
my hand.)

btbwn-038000141-v
Движа се като правя стъпка
след стъпка в равномерен ри-
тъм.
(I move by taking step after
step in a steady rhythm.)

btbwn-038000146-v
Правя, направям една или
няколко стъпки, обикновено
в посоката, към която гле-
дам, към която съм обърнат.
(I take one or more steps, usu-
ally in the direction I’m looking
or, facing.)

7. Conclusion

We presented the implementation of an open-source pipeline for processing the
Bulgarian language, built on the natural language processing library spaCy, which
shows significant results on numerous tasks. We systemized the available lists of tok-
enizer exceptions and successfully created new custom modules for sentence splitting
and word sense disambiguation and a new neural-based module for lemmatization.
Finally, we released an open-source version of the pipeline.

The presented pipeline can be used in multiple ways, some of which include:
in sentiment analysis and hate speech detection tasks, by lemmatizing text and
searching in a list of predefined signaling words; in machine translation, to find
the right meaning of an ambiguous word and produce the right translation; in text
categorization tasks, by providing additional information about the text, such as
additional features of the words and sentences of its contents. These and any other
applications can be built by appending the pipeline with additional components
(such as one for text categorization) or integrating it with other systems.

7.1. Limitations

There are several ways in which the work on the pipeline can be improved.
First, the sentencizer can be further developed to process nested sentences,

typical for the press and literature. For this, additional linguistic knowledge will be
needed in order to model more complicated cases.

The lemmatization module can benefit from additional data processing, and also
from more data, as a significant number of edit trees modelling the lemmatisation
process of Bulgarian words can exist.

Currently, our method for word sense disambiguation is unable to process word
bigrams and trigrams. When the target phrase consists of more than one word,
the overall model fails because the search is only performed on a single token. To
improve the word sense disambiguation module performance, it is necessary to im-
plement a comprehensive system to deal with bigrams and trigrams. Their presence
in WordNet makes searching difficult in situations where there is no complete match
and searching by lemma form does not lead to successful detection. Additionally,
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further preprocessing is needed to solve the problem of the difference in the word
forms used in the two datasets – BulTreeBank and WordNet.

7.2. Ethics Statement

This work aims at an equal and fair distribution of language technologies for dif-
ferent populations, especially speakers of low-resource languages, such as Bulgarian.
The pipeline will be publicly available for use and modification.

We consider that there are no potential harms for different groups, if the de-
scribed tool is misused. On the contrary, such a technology can help in analyzing
and filtering propaganda, misinformation and hate speech in texts.
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Individuals with cognitive difficulties (CD) have very limited access to appropriate learn-
ing resources. Their unique individual needs and requirements prevent them from access-
ing traditional online formal and informal learning methods, and resources are usually
inadequate. We develop an e-learning platform with health content as an opportunity
for all to increase digital health literacy, including people with cognitive disabilities. The
paper aims to present some feature’s settings important for people with a wide range of
cognitive disabilities.
Keywords: cognitive disability, accessibility, Learning Management System (LMS),
ATutor, usability
CCS Concepts:
• Applied Computing∼Education∼E-learning

1. Introduction

One of the general principles that underlie the Convention on the Rights of
Persons with Disabilities is providing access to all aspects for all people on an equal
basis. It means “universal design”, design usable by all people to the greatest extent
possible without the need for adaptation or specialized design.

Online educational platforms or e-Learning platforms, also defined as Web
Based Training, enable users to learn whenever they want, wherever they want, and
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what they want – a wide range of topics including health topics. However, acces-
sibility and usability are not often considered when designing e-Learning Platforms
or other digital interfaces [27]. Taking into consideration the trend of an increasing
rate of people with cognitive disabilities, it is necessary to have a more proactive role
in the community to facilitate the accessibility of digital assets and web content.

Cognitive disabilities are term that refers to a broad range of limitations or chal-
lenges in performing one or more types of cerebral tasks. For instance, individuals
with a cognitive disability may experience difficulty in understanding or processing
information, solving problems or responding to stimulus. Center for Persons with
Disabilities, Utah State Univ., WebAIM – Web Accessibility in Mind [19], suggests
that cognitive disability is defined as having “greater difficulty with one or more
types of mental tasks than the average person”.

Cognitive disabilities include intellectual disabilities (significant limitations in
both intellectual functioning and adaptive behaviour), pervasive developmental dis-
abilities (delays in the development of socialization and communication skills), neu-
rodegenerative disease (all types of traumatic brain injuries caused by external forces,
and also brain injuries caused after birth by cerebral vascular accidents, and loss of
oxygen to the brain), neurodegenerative disease (includes Alzheimer’s disease, amy-
otrophic lateral sclerosis (ALS), Huntington’s disease, and Parkinson’s disease) and
learning disabilities (neurological conditions that interfere with an individual’s abil-
ity to store, process, or produce information) [14]. Cognitive disability can result
in many different types of functional disabilities, so there can be no one-size-fits-all
solution to ensuring access to learning material for all.

According to one of the aims of the Cross4all Project [2, 24], increasing health
literacy, we develop digital health content “for all”, including those with cognitive
impairment [2–4,26]. The paper highlights some important features for people with
cognitive impairments and shows real implementation of the contents. The paper is
organized as follows. Section 2 depicts cognitive disabilities, the impact of IT appli-
cations on the accessibility of information and knowledge for people with cognitive
impartments, and the impact of web accessibility and how Web Content Accessibility
Guidelines (WCAG) are suitable for people with cognitive impartment. Section 3
describes the e-learning system for increasing health literacy, which we developed
within the project Cross4all, focusing on accessible interfaces or environments. Fi-
nally, the last section provides concluding remarks.

2. ICT access for people with cognitive disabilities

Accessible ICT – including accessible off-the-shelf ICT can assist a person by
providing daily reminders, navigation assistance, and a means of staying in touch
with support networks. Accessible ICT is very important for people with cognitive
disabilities in education.

The repetition that ICT enables allows learners to engage for more extended
periods. Moreover, mainstream devices, such as tablets, have successfully improved



Ann. Sofia Univ., Fac. Math. and Inf., 110, 2023, 51–62 53

not only students’ knowledge and performance skills but also their motivation, com-
munication, and social skills [4].

For years, technology for people with disabilities, including those with cognitive
disabilities, centered on specialized assistive technology, was frequently expensive
and hard to find. However, the most promising trend in today’s ICT ecosystem is
the movement toward equipment and software that is customizable to the specific
needs and abilities of each user. DAC (Disability Advisory Committee of Federal
Communication Commission (FCC)) Best Practices recommend that everywhere in
the WWW, where it is appropriate, features and functions that allow personaliza-
tion and customization that facilitate the accessibility and usability of ICT and
applications for people with cognitive disabilities should be incorporated. According
to the DAC, these measures would promote the principles of universal design and
minimize the need for costly and difficult-to-find accessories [11]. The EU has taken
measures to promote equal rights and opportunities for persons with disabilities
through various directives, regulations, and initiatives. The European Disability
Strategy 2010–2020 was one such initiative that aimed to promote inclusion and
combat discrimination. It included measures to improve accessibility, employment
opportunities, education, and social inclusion for persons with disabilities.

In addition, the authors proposed a classification of technologies for cogni-
tion based on the International Classification of Functioning (ICF), allowing a more
straightforward identification of what technology could be helpful for a specific cog-
nitive function impairment [17]. Moreover, this will help solutions to be much more
generalizable across the heterogeneity of cognitive impairments. More detail can be
found at [11]. However, the applicability of specific recommendations depends on
any applicable laws or policies in EU countries.

On the other hand, in the domain of education, global and specific cognitive
impairments/learning limitations have negative outcomes on the school performance
and the achieved level of professional qualification [8]. Hence, this creates the neces-
sity to increase accessible learning environments for people with cognitive impair-
ments. Therefore, e-learning is expected to be one of the critical tools for improving
access to education and aiding social inclusion for people with cognitive disabilities.

According to the systematic literature review in [9] there is: a lack of e-learning
studies addressing the issue of accessibility for people with cognitive impairments.
These studies are mainly focused on design guidelines rather than effectiveness as-
sessment. They identify five families of accessibility function: adaptive systems,
game elements, accessible content, virtual agents and accessible interfaces or envi-
ronments.

In the distant 1997-year Tim Berners-Lee emphasizes the importance of remov-
ing the World Wide Web (WWW) accessibility barriers for all people with disabil-
ities. Since then, more efforts have been made to improve Web accessibility. These
efforts have generally consisted of three approaches: 1) developing screen readers,
2) specialized Web browsers, and 3) Web design guidelines. Despite these efforts,
there is still much to do in this field [9].
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WCAG 1.0 were officially published by the World Wide Web Consortium, Web
Accessibility Initiative, in 1999 to encourage Web accessibility [30]. In 2009 W3C rec-
ommended new and updated content, WCAG 2.0, in 2018 new and updated content
WCAG 2.1 and most recently W3C Candidate Recommendation Draft WCAG 2.2
(01.2023) [29]. Following these guidelines will make content accessible to a broader
range of people with disabilities and make Web content more usable to users in
general. WCAG 2.0 as standard is classified as the ISO/IEC 40500 standard and
contains three implementation levels, ‘A’, ‘AA’ and ‘AAA’.

According to the Federal Communications Commission, the specific functional
needs of many people with cognitive disabilities are: functional difficulties in memory
can impact the ability to recall what a person has learned over time; organizational
deficits to perform tasks at the appropriate times; various ways of processing in-
formation; functional difficulties in problem-solving; difficulty focusing attention; a
broad spectrum of difficulties in understanding a text, ranging from mild reading
challenges to illiteracy; difficulties in describing their physical locations [14]. Ac-
cording to their extensive literature review, the authors of [16] point out that during
the past several years, many steps have been taken to address Web accessibility for
people with cognitive disabilities. However, despite this progress, Web accessibility
for users with cognitive disabilities lags far behind the general population and behind
Web access for other disability groups. Some of the reasons for this lack of progress
are the variety of needs specific to the types of disabilities encompassed by the def-
inition of cognitive disabilities. A list of top web access design recommendations
for users with cognitive disabilities based on frequency cited by existing web design
guidelines are given. The top 22 ranked design recommendations covered text size
and shape, consistency of navigation and page design, icons, pictures, text writing,
style, margins, hyperlinks, line spacing, and screen layout.

2.1. Learning management system for cognitive disability

The learning management systems, such as ones compatible with life-long train-
ing and ones allowing people to gain new skills and knowledge, provide excellent op-
portunities for creating learning environments for people with disabilities, notably
those with cognitive impairments and limited learning activities. These systems offer
flexibility so users can adapt their training program to meet their needs. Choosing
the most suitable Learning Management System (LMS) for people with a cognitive
disability is very important. Over the past few years, commercial LMS vendors,
and open-source communities have invested significant resources into making their
products more accessible. At the same time, accessibility remains a challenge for
users with disabilities and older people [3].

In [25] areas for design considerations which should be taken into account when
creating web content that can be used by users with cognitive impairment, are
emphasized. They include:

1. The navigation is standardized and unambiguous; Headings, subheadings, and
lists for structuring the information are used; menus are short and easy to
understand;
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2. Provide information in multiple formats, with emphasis on visual format; Sup-
plemental media such as illustrations, icons, and video;

3. Short, simple, unambiguous phrases are easier to understand than long, com-
plex, ambiguous ones;

4. The layout, which covers the availability of screen elements, form or announce-
ment, needs to be consistent on pages, fonts, colors, and locations of page
elements; high contrast between text and background needs to be present.

Proactively seeking out and maintaining collaborative relationships with people
with cognitive disabilities (either individually or through organizations) that have
established expertise with or represent these individuals are essential in all phases:
research, design and development of communications products and services [21].

Authors of [23] suggest that courses should be designed to be accessible from
the beginning. Implementing universal design principles at the outset avoids costs
caused by the need to engage in a digital retrofit and serves to include those students
who would otherwise be excluded by an unwillingness to request accommodations.
Following [12], access for users with a disability needs to be built into the design
process at the beginning, not retrofitted.

Technologies such as web-based lecture systems are valuable for students with
disabilities and the broader student population [13]. The text is made available as
an audio file and can be listened to in different settings. Subtitles can be used to
read the content of a video presentation when sound is not appropriate. Information
that is less fixed to a specific format can be accessed in multiple ways and is more
easily searchable [20].

Despite the various possibilities offered by LMS to overcome the functional
difficulties of people with cognitive disabilities and despite adopting a compliance
approach WCAG 1.0 and WCAG 2.0 from the W3C, there is still a tendency to see
accessibility as an afterthought or a potential legal liability to overcome. The authors
of [10] critiqued learning management systems for adopting a one-size-fits-all ap-
proach to accessible e-Learning through adopting a compliance approach WCAG 1.0
and WCAG 2.0 from the World Wide Web Consortium (W3C). Regarding web ac-
cessibility, the work produced by the W3C Cognitive and Learning Disabilities Ac-
cessibility Task Force is an interesting approach for improving accessibility for people
with cognitive impairments.

Part of the problem related to accessibility through LMS is that some LMS allow
each person designing a course to set out their own web interface. For example, the
user can overwrite inconsequential images with alternative text that clutters the
page unnecessarily. Therefore, on the page, there are many unnecessary elements
that make navigation difficult. In addition, the learning methods implemented by
e-Learning platforms are not always practical for people with functional cognitive
disabilities. People with disabilities may require different ways to interact with
digital content in courses on e-Learning platforms. In [15] it is pointed out that
even with an accessible basis for the LMS, the course content hosted through these
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LMS may have accessibility issues. According to [18], “disabled students can access
the e-learning platform but not contents, resources, activities, collaboration and
interaction tools”.

In [7] it is emphasized that the basic accessible framework is underpinned by the
seven principles of Universal Design (UD), the three principles of Universal Design for
Learning (UDL), and the four principles of the Web Content Accessibility Guidelines
(WCAG). UD is defined by the Center for Universal Design as “the design of products
and environments to be usable by all people, to the greatest extent possible, without
the need for adaptation or specialized design” [7]. Principles for the UD of any
product or environment include the following: equitable use, flexibility in use, simple
and intuitive use, perceptible information, tolerance for error, low physical effort,
and appropriate size and space for approach and use.

To overcome the limitations, an ability-based design framework is presented
in [28]. The framework is built on three principles:

1. STANCE: Designers should focus on what a person can do instead of what a
person cannot do and address accessibility issues by designing flexible systems
that can be adapted to people without having to alter their bodies, knowledge,
or behavior.

2. INTERFACE: User interfaces may be self-adaptive or user-adaptable to ensure
the best possible match between user’s abilities and the required use.

3. SYSTEM: Through the monitoring of user actions, the system may model and
predict changes in user performance depending on the context and adjust their
parameters to compensate [28].

3. Cross4all e-learning system for increasing health literacy

In order to meet IPA2 (Interreg IPA CBC EU Programme) – Cross4all project
aim to increase e-health and digital health literacy [24], we used e-learning platform
with accessibility and all previously stated conclusions in mind. The application of
the WCAG provided by the W3C in the improvement of health and social services
is crucial for the broader population as it can significantly contribute to increasing
the level of digital e-health literacy [3].

Although there are many easy-to-use, user-friendly developed LMS algorithms
to help make choosing the best LMS easy, choosing the appropriate LMS in ac-
cordance with the WCAG standard, that aimed to increase the digital and health
literacy of the population of the cross-border area in Cross4all project of IPA2, was
a challenging task. We have done more research on relevant literature and practical
research and analysis to answer this challenge. We studied and used known stan-
dards in healthcare [4, 22] to use a practical LMS for this purpose. More details for
this analysis can be found in [3, 4].

Firstly, we analyze five Learning Management Systems (Moodle, Eliademy, Do-
cebo, Sakai and Atutor) that are most used by the community according to Gartner,
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which does not mean that they are the best for all e-learning areas. We aimed to
analyse the accessibility of LMSs for people with disabilities considering the criteria
with different levels of compliance in accordance with the WCAG 2.0 standard [5].
We realize that each of the analysed LMSs is with unique features. Each LMS has
core features that cannot be modified and variable features which can be adapted for
the specific accessibility requirements of people with disabilities. According to our
conclusions, all of the evaluated LMSs except Docebo satisfy the criteria according
to WCAG 2.0 standards for Level A. Regarding WCAG 2.0 standards Level AA
only Moodle and ATutor fulfil the established criteria. This analysis was expanded
in accordance with the additional demands of WCAG 2.1 standard, which includes
17 new success criteria: five for Level A, seven for Level AA and five for Level AAA
of compliance. Most of the criteria are fulfilled [6]. The comparison tables can be
seen at [5, 6] as well as the explanation why the ATutor platform is chosen.

We chose ATutor as an e-learning platform for health topics. Besides the acces-
sibility features, which are the most important attributes for people with disability
and older people, it has the best communication tools with a user-friendly interface
and encapsulates multimedia help of the Handbook. Moreover, ATutor has the user-
friendly JavaScript WYSIWYG editor, which is appropriate for a wide community
of users and many valuable features different from others, such as a glossary, users
online and search bar, latest discussion topics on forum and sitemap with an ARIA
tree [3].

The implemented e-learning platform1 contained much public content: manuals
about the new workflow and mobile applications, tutorials, technical support, and
health content. All contents are available in three languages: English, Macedonian
and Greek. The users can register themselves, log in on Cross4all LMS and improve
their e-health literacy in many areas such as cardiology, psychology, diabetes, how
to use gadgets for measuring vital signs, and so on. The selected content can be
viewed online or exported/downloaded and viewed offline.

While setting up ATutor and creating web content, which will be used by the
users with cognitive impairments, we consider different guidelines and the proposed
four design main areas: Navigation, Functionality, Content and Text and Page lay-
out [4].

ATutor has features to add skip-to-content shortcuts so learners can easily ac-
cess the main content area without repetitive navigation actions when using a key-
board. For example, we considered this when we designed health courses. Also, we
made navigation standardized and unambiguous; we used headings, subheadings,
and lists for structuring the information; we used short menus that were easy to
understand with limited options to prevent cognitive overload (Figure 1).

We provide information in multiple formats. An accessible e-learning course
should have different formats of content. Learners with cognitive disabilities might
find focusing on long-form written content hard and tiring. These learners can
benefit instead from video content. ATutor allows recording or uploading videos
easily (Figure 2). The uploaded videos also contain subtitles or transcripts to ensure

1http://atutor.cross4all.uklo.edu.mk/login.php
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Figure 1. Standardized and unambiguous navigation in Cross4all e-learning system

Figure 2. Video contents in Cross4all e-learning system

additional opportunities. Furthermore, we add icons and audio files, which have the
potential to significantly enhance the accessibility of web content for people with
cognitive disabilities (Figure 3).

Audio content is also an essential element of accessible e-learning courses. ATu-
tor allows uploading audio files easily. This way, learners who cannot follow written
content can listen to health-related content.

Screen readers are important when designing accessible e-learning courses. These
features are incorporated into ATutor. If a learner with a cognitive impairment needs
additional help following the learning content, the screen reader can be activated.

Different fonts and colours make content easy to read and follow for all learners.
Zoom-in functions supported in ATutor allow learners to increase the texts and
images until they clearly understand the content. Moreover, the text is split into



Ann. Sofia Univ., Fac. Math. and Inf., 110, 2023, 51–62 59

Figure 3. Icons and audio make easier accessibility content’s in Cross4all e-learning system

Figure 4. Cross4all e-learning system: contrast, readability, distinguish the words from the back-
ground

paragraphs to avoid large chunks of text and to make the text more readable. Finally,
fonts that make the text easy to understand and background options that do not
make it hard to distinguish the letters are chosen.

We care about contrast; it is not only important for aesthetic reasons. It is also
key to making content more readable. Therefore, we choose high-contrast themes, so
the learner can easily distinguish the words from the background (Figure 4). Also,
we take care of streamlining page design.

Additionally, the users can change their profile elements, enrol in courses they
are interested in, and control which versions of content are displayed if, for example,
the primary version is not accessible to them, or they prefer an alternate format.
Also, users can develop a network of contacts, create and participate in social groups,
develop a social profile and use different gadgets (a user can add some of the available
applications to their Social Networking environment that provide a whole range of
potential networking functionality) and they can create “My Contacts” – a list of
people in their social network [1].

4. Conclusion

E-learning is a growing area, and this teaching practice holds great potential to
be an avenue of inclusion for people with cognitive disabilities. Although different
LMS have different approaches to accessibility, how different platforms and networks
are structured will influence and how they can be adapted for greater accessibility.
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With the consciousness that an e-learning platform should be accessible to all, all our
efforts were put into it. We used an LMS system to increase e-health digital literacy
using the WCAG-compliant e-learning platform ATutor for the aims of Cross4all
project. We presented some capabilities for people with cognitive disabilities to use
the ATutor e-learning platform [1, 3–5], considering some urgent conditions from
internal medicine, COVID-19 condition, and psychological conditions. Many other
possibilities can be developed in the future, creating some content that provides
cognitive help with other methods and techniques.

With opportunities different fonts, zoom-in functions, background options sup-
ported in ATutor and with use high-contrast themes and streamlining page design
we made content easy to read and follow for all learners. Additionally, we made the
text more readable with split the text into paragraphs and avoid large chunks of
text.

We provide information in multiple formats. The learners can benefit from
video content, subtitles or transcripts, icons, and audio files. All this opportunity
has the potential to significantly enhance the accessibility of web content for people
with cognitive disabilities. The course content is logically organized and presented in
a structured manner. We use clear headings, subheadings, and sections to divide the
material. This allows students to easily locate and access specific health topics within
the course. Consistency in navigation elements throughout the course is present.
The visual cues, such as bolding, colour, or icons, we have used to draw attention to
important information or actions. The highlighting key points or navigation options
we have used to make them more noticeable and easier to locate. The connection
of this system with other digital libraries is also just one of the opportunities to
enhance our e-learning platform for increasing digital health literacy, especially for
people with cognitive diseases.
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CAPEC ONTOLOGY

VLADIMIR DIMITROV

CAPEC is an effort coordinated by MITRE Corporation. Its aim is attack pattern
database structured in taxonomies. CAPEC is available as XML document from its
project site. CAPEC structure and content are under permanent change and develop-
ment. It is still not mature database but may be never will.
CAPEC, CWE, and CVE are databases devoted to attacks, weaknesses, and vulnera-
bilities. They refer each other forming a knowledge ecosystem in cybersecurity area.
Traditional approach for knowledge presentation as information does not work well with
conceptualizations under dynamics of this ecosystem and particularly of CAPEC. In
this paper an alternative approach to CAPEC knowledge presentation is proposed, as
ontology. First, CAPEC structure and content are discussed and then ontology structure
is introduced. CAPEC as ontology opens doors to “open world” concept that is more
adequate to ecosystem dynamics.
Keywords: cybersecurity, attack patterns, ontology, CAPEC, OWL
CCS Concepts:
• Security and privacy∼Formal methods and theory of security∼Formal security models;
• Security and privacy∼Formal methods and theory of security∼Logic and verification

1. Introduction

CAPEC (Common Pattern Enumeration and Classification) [2] is an effort co-
ordinated by MITRE Corporation. Its aim is attack pattern database structured in
taxonomies.

CAPEC is freely available in XML format from the site.
Some basic terms from [2]:

• “An attack pattern is a description of the common attributes and approaches
employed by adversaries to exploit known weaknesses in cyber-enabled capa-
bilities. Attack patterns define the challenges that an adversary may face and
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how they go about solving it. They derive from the concept of design patterns
applied in a destructive rather than constructive context and are generated
from in-depth analysis of specific real-world exploit examples.”

• “An attack pattern is the common approach and attributes related to the
exploitation of a weakness in a software, firmware, hardware, or service com-
ponent.”

• “An attack (noun) is the use of an exploit(s) by an adversary to take advantage
of a weakness(s) with the intent of achieving a negative technical impact(s).
An attack is part of the bigger "Cyber Attack Lifecycle" that includes the
following tasks: reconnaissance, weaponize, deliver, exploit, control, execute,
and maintain.”

• “An exploit (noun) is an input or action designed to take advantage of a weak-
ness (or multiple weaknesses) and achieve a negative technical impact. The
existence (even if only theoretical) of an exploit is what makes a weakness a
vulnerability.”

Attack pattern is an abstraction mechanism that describes execution of known
attack. It is a blueprint for an exploit; has applicability context and recommended
attack mitigation methods.

Attack pattern concept comes from design patterns [1] in object-oriented design,
but in destructive context.

Design patterns are common design problem solutions at high level. They
cannot be used directly for codding. Instead, design pattern is a description how
the problem can be solved.

However, attack patterns are not very abstract. They are related to some
functionality type and some exploited weaknesses.

Attack patterns are not very specific related to some concrete application.

Note 1. The term “structured text” below is plain text – literal structured in
accordance with some rules. It does not contain special markers.

Note 2. CAPEC elements are defined with XSD types. It is more readable to
present elements by names but not by types. In [2] schema is presented by types
but only element names are visible in CAPEC catalog – not the types. That is the
presentation way used in next section.

2. CAPEC structure

CAPEC catalog (Attack_Pattern_Catalog) contains elements Views, Cate-
gories, Attack_Patterns, and External_References. The last ones contain elements
View, Category, Attack_Pattern, and External_Reference correspondingly.

Attack_Pattern_Catalog have attributes Name, Version, and Date – required.
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2.1. CAPEC structure

View organizes attack patterns from specific point of view. It has attributes
ID, Name, Type, and Status – required.

There are three type of views: Explicit, Implicit, and Graph. The catalog
currently contains Implicit and Graph views.

Explicit view simply enumerates its members.
Implicit view dynamically defines its members via XPath query.
Graph view has hierarchical structure. Graph views have as children only cat-

egories in the current catalog, and the categories have only meta attacks. It is not
controlled by CAPEC XSD schema.

CAPEC-533 is obviously an explicit view but is represented as implicit one –
its members are simply enumerated.

The view contains elements discussed below.
Objective element is a required structured text describing the view perspective.
Audience element is a list of Stakeholder elements. Every Stakeholder element

has two required element: Type and Description. Type element is enumeration
with values: Academic Researchers, Applied Researchers, Assessment Customers,
Assessment Vendors, CAPEC Team, Educators, Information Providers, Software
Customers, Software Designers, Software Developers, Software Vendors, and Other.
Description element is a structured text.

Filter element set XPath query for implicit views.
References element is sequence of Reference elements. These are external ref-

erences.
Reference element has External_Reference_ID and Section attributes. First

attribute is in REF-n format – something like footnote. Section points to specific
location in the reference.

Notes element is list of Note elements. This is additional information of any
kind.

Note element is structured text. Its Type attribute may have as value one of
Maintenance, Relationship, Research Gap, Terminology or Other.

Content_History element contains catalog history. Its elements are Submission,
Modification, Contribution, and Previous_Entry_Name.

Submission element has elements Submission_Name, Submission_Organization,
Submission_Date, and Submission_Comment. Except Submission_Date that is
date, all they are strings.

Modification element has elements Modification_Name, Modification_Organi-
zation, Modification_Date, Modification_Importance, and Modification_Comment.
All they are strings except Modification_Importance that can has as value Normal
or Critical.

Contribution element has elements Contribution_Name, Contribution_Organi-
zation, Contribution_Date, and Contribution_Comment. Its required attribute
Type can have as value Content or Feedback.

Previous_Entry_Name element is a string with required attribute Date.
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Members element links explicit and graph views with its members. In graph
views, Members points only to categories. There are no explicit views in CAPEC
catalog.

There is Relationships element in Categories with same type and purpose as
Members in Views.

Members element may contain arbitrary number of Member_Of and Has_
Member elements. There are no restrictions on view members in CAPEC XSD
schema, but in the catalog contents, graph views have categories for members and
Relationships in categories – only attack patterns. Implicit views have as members
attack patterns.

Members_Of and Has_Member elements have the same structure. CAPEC_ID
attribute can point to any catalog entry by CAPEC XSD schema, but in practice,
it is not true – it is discussed below.

Members_Of and Has_Member elements may have arbitrary number of Ex-
clude_Related elements.

Exclude_Related element has Exclude_ID attribute. It is CAPEC identifier,
i.e. view, category or attack pattern. The idea of this element is to exclude the
ancestor from the relationship (Members_Of and Has_Member).

This mechanism has no sense for views and categories because there is no Mem-
bers_Of / Has_Member three with path longer than one.

The same element is used in Related_Attack_Patterns element. It is discussed
below, but situation there is more confusing.

In reality, CAPEC catalog does not contain Exclude_Related elements for cat-
egories and views. Something more, catalog contains only Has_Member elements.

2.2. Categories

Categories element contain Category elements.
Category element has required attributes ID, Name, and Status with the same

meaning and purpose as that ones in views.
Summary is required structured text for categories.
Relationships element describes the abstractions hierarchy as Members element

for views.
References, Notes, and Content_History have the same structure and meaning

as that ones for views.
Taxonomy_Mappings element has Taxonomy_Mapping elements.
Taxonomy_Mapping element has required Taxonomy_Name attribute that can

have as value ATTACK, WASC, or OWASP Attack.
Taxonomy_Mapping element subelements are Entry_ID, Entry_Name, and

Mapping_Fit. They point to the target taxonomy element and describe mapping
effectiveness with the last element that can as value Exact, CAPEC More Abstract,
CAPEC More Specific, Imprecise, or Perspective.
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2.3. Attack patterns

Attack_Pattern element has required attributes ID, Name, Status, and Ab-
straction. The last can have as values Meta, Standard, and Detailed.

Meta attacks stay at highest abstraction level. They are defined by specific
methodology or attack technique but not by specific technology or implementation.

Meta attacks group standard attacks. They are useful in Architecture/Design
phase.

Standard attacks are focused on specific attack technique or methodology. Fre-
quently, they are part of “whole attack”.

Standard attacks contain enough details to be understand their specific tech-
nique and how achieve its aim.

Detailed attacks are at the lowest abstraction level. They are focused on specific
technique or technology. Detailed attack describes the whole execution flow.

Detailed attacks contain protection descriptions against them.
Very frequently, detailed attacks are chains of standard attacks. Therefore,

detailed attacks can be placed at several locations in the attack taxonomy.
Description and Extended_Description elements are structured text.
Alternate_Terms element has Alternate_Term elements.
Alternate_Term element has required Term element and optional Description

element that is structured text.
Likelihood_Of_Attack element is enumeration of High, Medium, Low, and

Unknown values.
Typical_Severity element is enumeration of Very High, High, Medium, Low,

and Very Low values.
Execution_Flow element has elements Attack_Step.
Attack_Step has required Step, Phase, Description, and optional Technique

elements.
Step element numerates the step.
Phase element is enumeration of Explore, Experiment, and Exploit values.
Technique element is structured text extended with CAPEC_ID attribute. The

last one can point to any catalog entry – there is no restriction in CAPEC XSD
schema, but has to point to attack technique.

Prerequisites element has Prerequisite elements.
Prerequisite element is a structured text describing conditions for attack suc-

cess.
Skills_Required element contains Skill elements.
Skill element is string extended with Level attribute that can have value High,

Medium, Low, or Unknown.
Resources_Required element has Resource elements that are structured text.
Indicators element contains Indicator elements – structured text. Indicators

are activities, events, conditions, or behaviors describing attack preparations, attack
under development, or results of successful attack.

Consequences element contains Consequence elements.
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Consequence element has Consequence_ID attribute and Scope, Impact, Like-
lihood, and Note elements.

Scope element is enumeration of Confidentiality, Integrity, Availability, Ac-
cess Control, Accountability, Authentication, Authorization, Non-Repudiation, and
Other.

Impact element is enumeration of Modify Data, Read Data, Unreliable Exe-
cution, Resource Consumption, Execute Unauthorized Commands, Gain Privileges,
Bypass Protection Mechanism, Hide Activities, Alter Execution Logic, and Other.

Likelihood is enumeration of High, Medium, Low, and Unknown.
Note element is structured text.
Mitigations element has Mitigation elements – structured text describing how

to harden the system, to shrink attack surface, or decrease impacts from successful
attack.

Example_Instances element has Example elements – structured text.
Related_Weaknesses has Related_Weakness elements.
Related_Weakness element has required attribute CWE_ID – pointing to

CWE weakness.
Taxonomy_Mappings, References, Notes and Content_History elements are

the same as in categories.
Finally, Related_Attack_Patterns element has Related_Attack_Pattern ele-

ments.
Related_Attack_Pattern element has required Nature and CAPEC_ID at-

tributes. CAPEC_ID can point to any catalog entry by CAPEC XSD schema – not
only to attack patterns how the name suggests.

Nature attribute is enumeration of ChildOf, ParentOf, CanFollow, CanPrecede,
CanAlsoBe, and PeerOf.

Pairs CanFollow/CanPrecede organize unnamed attack patterns.
CanAlsoBe link the attack with a similar one, but inverse relationship is not

obligatory.
PeerOf marks relationships that cannot be classified as some of preceding ones.
Pair ChildOf/ParentOf sets relationships between attack patterns at different

abstract levels, but there are no such restrictions in CAPEC XSD schema.
Only ChildOf relationship is used in the catalog.
There are only two graph views in the catalog. Meta attacks in them point to

standard or detailed attacks.
Related_Attack_Pattern element can contain Exclude_Related elements.
Exclude_Related element has required Exclude_ID attribute that is CAPEC

identifier. There are no restrictions in CAPEC XSD schema for Exclude_ID.
Following the logic of relationships ChildOf/ParentOf, only attack patterns

participating in this kind of relationships have to be excluded.
CAPEC catalog contains only ChildOf relationships. ChildOf/ParentOf rela-

tionship trees start from meta attacks. Therefore, exclusion of an ancestor means
to prune the subtrees starting from this ancestor.

An attack pattern can participate in several subtrees of taxonomy hierarchy.
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Following this logic, only attack patterns have to be excluded, but in the catalog,
only categories are excluded.

Categories and attack patterns can be in Member_Of/ Has_Member relation-
ships. Therefore, ChildOf/ParentOf relationship is extended with Member_Of/
Has_Member relationship.

Something more, there are views (not the basic ones) in the catalog, in which
categories directly point to standard attacks without meta attacks.

2.4. External references

External_References elements are sequence of External_Reference elements.
External_Reference element has required Reference_ID attribute and elements

Author, Title, Edition, Publication, Publication_Year, Publication_Month, Publi-
cation_Day, Publisher, URL, and URL_Date. It points to external detailed infor-
mation.

3. CAPEC ontology

CAPEC ontology follows CAPEC XSD schema. Description data are annota-
tions in this ontology. Classification data are classes, object, and data properties.

Constructions that have no clear semantic are more difficult for interpretation.
In that case, thorough investigation of their real usage in the database has been
done. Such examples are attack relationships.

Attack concept presentation is still immature that is why there are many con-
structs with unclear semantic. Therefore, the best approach is OWL and “open
world” assumption for knowledge presentation.

CAPEC ontology includes as annotations some referent information: schema,
date, copyright, dictionary name, version, version date, ontology author, and ontol-
ogy version.

CAPEC ontology contains external references. They are presented as Exter-
nal_Reference annotations that are literals structured by Author:, Title:, Edition:,
Publication year:, Publication month:, Publication day:, Publisher:, URL:, URL
date: and Reference_ID: – subelements of External_Reference element.

Figure 1 shows CAPEC ontology common class schema.
Figure 2 shows CAPEC class hierarchy.

3.1. Views

CAPEC ontology is a set of views. View class presents view concept. This class
is union without intersection of its subclasses Explicit, Graph, and Implicit.

Type data property presents view type and can has as value one of the above-
mentioned subclasses names. This is some unnecessary information duplication but
for CAPEC XSD schema “compatibility” is available.
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Figure 1. CAPEC ontology common class schema

Explicit class has no instances at all in the catalog. There are some explicit
views defined as implicit ones – query of these implicit views simply lists class mem-
bers.

There are two main graph views. They have strong hierarchical structure view –
category – meta attack – standard attack – detailed attack. However, there are some
deviations from this structure in other view – for example, some meta attacks may
have as children detailed attacks.

Query defines implicit views. Reasoners do not execute queries. That is why
implicit view content is deployed with Has_Member object property pointing to
attack from query execution result.

Class: View
DisjointUnionOf:

Explicit, Graph, Implicit
Class: Explicit

SubClassOf:
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Figure 2. CAPEC class hierarchy

View
Class: Graph

SubClassOf:
View

Class: Implicit
SubClassOf:

View

Annotation definitions will be not presented here.
View status is presented by Status class (categories and attacks have status

too). Status class is union without intersection of views, categories, and attacks.
On the other hand, Status class has subclasses Deprecated, Draft, Incomplete,

Obsolete, Stable, and Usable. Status class is union without intersection of these
subclasses too.

Status class is not “abstract class” – class without instances. If an individual
is from only Status class this means that still is not clear to which of Status classes
this individual belongs.

Abstract classes can be controlled via SHACL [3] because Semantic Web uses
“open world” assumption.

Above considerations are true for views.

Class: Status
DisjointUnionOf:

Attack_Pattern, Category, View
DisjointUnionOf:

Deprecated, Draft, Incomplete, Obsolete, Stable,
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Usable
Class: Deprecated

SubClassOf:
Status

Class: Draft
SubClassOf:

Status
Class: Incomplete

SubClassOf:
Status

Class: Obsolete
SubClassOf:

Status
Class: Stable

SubClassOf:
Status

Class: Usable
SubClassOf:

Status

Inverse pair of object properties Has_Member/Member_Of presents member-
ship of categories and attacks to view. CAPEC XSD schema does not control in any
way this membership. It is possible some view to be member of another view.

Total control on memberships in the ontology can be achieved via SHACL.
Above consideration are applicable for category membership.
Following the membership relationships, Has_Member object property has as

domain views and categories, and as range views, categories, and attacks.

ObjectProperty: Has_Member
Domain:

Category or View
Range:

Attack_Pattern or Category or View
InverseOf:

Member_Of
ObjectProperty: Member_Of

Domain:
Attack_Pattern or Category or View

Range:
Category or View

InverseOf:
Has_Member

Objective element is presented as annotation.
View has Audience data property of enumeration type of values Academic Re-

searchers, Applied Researchers, Assessment Customers, Assessment Vendors, CAPEC
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Team, Educators, Information Providers, Other, Software Customers, Software De-
signers, Software Developers, and Software Vendors.

DataProperty: Audience
Domain:

View
Range:

{"Academic Researchers",
"Applied Researchers",
"Assessment Customers", "Assessment Vendors",
"CAPEC Team", "Educators", "Information Providers",
"Other", "Software Customers",
"Software Designers", "Software Developers",
"Software Vendors"}

Audience data property can be accompanied by Audience_Description anno-
tation.

Audience data property and Audience_Description annotation come from Stake-
holder element. The last is not used in the ontology.

Only implicit views have Filter annotation. It contains XPath query from which
view content is deployed via Has_Member object property.

Reference annotation presents view references – an annotation for a reference.
Here, External_Reference_ID and Section elements are embedded on separate lines.

View notes have structure that is more informative. They are deployed via
Note class and Note object property pointing to individuals of that class. Notes
have Type data property and Note_Description annotation. Note’s Type can have
as value Maintenance, Relationship, Research Gap, Terminology, or Other.

ObjectProperty: Note
Domain:

Attack_Pattern or Category or View
Range:

Note
Class: Note
DataProperty: Type

Characteristics:
Functional

Domain:
Note

Range:
{"Maintenance", "Other", "Relationship",
"Research Gap", "Terminology"}

Current_History annotation presents the catalog element with the same name.
Its subelements (Submission, Modification, Contribution, and Previous_Entry_
Name) are embedded in Current_History on separate lines with offsets.
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References, notes, and content history are available for categories and attacks
with the same structure, interpretation, and meaning.

View individual IRI is constructed with view ID attribute. The last is ID
number prefixed with “CAPEC_”. Category and attack individuals construct their
individual IRIs in the same way.

DataProperty: ID
Characteristics:

Functional
Domain:

Attack_Pattern or Category or View
Range:

xsd:positiveInteger

View name is presented with Name data property. Category and attack names
are presented with the same data property.

DataProperty: Name
Characteristics:

Functional
Domain:

Attack_Pattern or Category or View
Range:

xsd:string

3.2. Categories

Category class presents categories. Category groups attacks on particular target
or effect.

Class: Category

Category description aim is given with Summary annotation.
Category members are linked with its category via Member_Of object property

(inverse object property is Has_Member). These object properties are described in
view subsection.

Categories can be mapped to other taxonomies – not only which are presented
in CAPEC. This mapping is more informative. Taxonomy_Mapping class, and
object property with the same name are used for that purpose. The object property
points to individuals from the class.

Class: Taxonomy\_Mapping

Taxonomy_Mapping class has Taxonomy_Name data property. The last may
have as value ATTACK, WASC or OWASP Attacks. Taxonomy_name is required
but this can be controlled with SHACL.
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DataProperty: TaxonomyName
Characteristics:

Functional
Domain:

Taxonomy_Mapping
Range:

{"ATTACK", "OWASP Attacks", "WASC"}

Entry_ID, Entry_Name, and Mapping_Fit fix the mapping. First two sets
target taxonomy name and entry name in this taxonomy. Mapping_Fit describes
how precise is the mapping: Exact, CAPEC More Abstract, CAPEC More Specific,
Imprecise, or Perspective.

DataProperty: Entry_ID
Characteristics:

Functional
Domain:

Taxonomy_Mapping
Range:

xsd:string
DataProperty: Entry_Name

Characteristics:
Functional

Domain:
Taxonomy_Mapping

Range:
xsd:string

DataProperty: Mapping_Fit
Characteristics:

Functional
Domain:

Taxonomy_Mapping
Range:

{"CAPEC More Abstract", "CAPEC More Specific",
"Exact", "Imprecise", "Perspective"}

3.3. Attack patterns

Attack pattern by its abstraction level can be meta, standard, or detailed.
Attack_Pattern class and its subclasses Meta, Standard, and Detailed present attack
patterns and their abstraction levels.

Attack_Pattern class is union without intersection of its subclasses.
Attack_Pattern class can be viewed as “abstract class” in the “closed world”.

Class: Attack_Pattern
DisjointUnionOf:
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Detailed, Meta, Standard
Class: Detailed

SubClassOf:
Attack_Pattern

Class: Meta
SubClassOf:

Attack_Pattern
Class: Standard

SubClassOf:
Attack_Pattern

References, notes, and content history are as in categories.
Attack_Pattern IRIs, statuses, and attack names are as in categories.
Attack_Pattern_Description annotation describes the attack. Required anno-

tation eventually can be supported by SHACL.
Extended_Description annotation can be attached to attacks.
Alternative attack names are presented with Alternate_Term data property

and its annotation Alternate_Term_Description.

DataProperty: Alternate_Term
Domain:

Attack_Pattern
Range:

xsd:string

Likelihood_Of_Attack is functional data property that can have one of High,
Medium, Low, or Unknown.

DataProperty: Likelihood_Of_Attack
Characteristics:

Functional
Domain:

Attack_Pattern
Range:

{"High" , "Low" , "Medium" , "Unknown"}

Typical_Severity is functional data property that can have one of Very High,
High, Medium, Low, or Very Low.

DataProperty: Typical_Severity
Characteristics:

Functional
Domain:

Attack_Pattern
Range:

{"High" , "Low" , "Medium" , "Very High" ,
"Very Low"}
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Execution_Flow object property points to individuals of Attack_Step class.
Attack_Step individual IRI is constructed by attack’s IRI suffixed with “_At-
tack_Step” and step number starting from zero.

ObjectProperty: Execution_Flow
Domain:

Attack_Pattern
Range:

Attack_Step
Class: Attack\_Step

Attack_Step class has required functional property Step. It is step sequence
number. Numbering starts with one and has no relations with IRI individual con-
struction for the class.

DataProperty: Step
Characteristics:

Functional
Domain:

Attack_Step
Range:

xsd:positiveInteger

Phase is required functional property of Attack_Step. It can have as value one
of Explore, Experiment, and Exploit – attack phase in which the step is executed.

DataProperty: Phase
Characteristics:

Functional
Domain:

Attack_Step
Range:

{"Experiment" , "Exploit" , "Explore"}

Attack_Step individuals must be annotated with Attack_Step_Description.
Technique applicable in the attack step can optionally be another attack pat-

tern. This option can be implemented via Technique object property pointing to
another attack pattern. Nevertheless, CAPEC XSD schema permits this element to
point to views and categories.

ObjectProperty: Technique
Domain:

Attack_Step
Range:

Attack_Pattern
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If attack pattern is attached to the step then the object property may be anno-
tated with Technique_Description. Otherwise, this annotation is applied to the step
individual. Therefore, technique description can appear in two different locations.
The idea may be is that in thoroughly analyzed systems, attack steps must be attack
patterns.

Technique description appears in Technique element whose content is structured
text optionally extended with CAPEC_ID attribute. The last sets the value of
Technique object property.

ObjectProperty: CAPEC_ID
Characteristics:

Functional
Range:

Attack_Pattern

Prerequisite annotation presents preliminary requirements for attack success.
Required attacker skills for attack execution are presented with Skill data prop-

erty that can have as value one of High, Medium, Low, or Unknown. This property
can be annotated with Skill_Description.

DataProperty: Skill
Domain:

Attack_Pattern
Range:

{"High", "Low", "Medium", "Unknown"}

Required resources for successful attack are defined with Resource annotations.
Indicator annotations describe attack preparation, ongoing attack or finished

attack indicators.
Attack consequences are described via Consequence object property pointing to

individuals of class with the same name. Individual IRI of that class are constructed
by attack IRI suffixed with “_Consequence” and consequence successive number
starting from zero.

ObjectProperty: Consequence
Domain:

Attack_Pattern
Range:

Consequence
Class: Consequence

Consequence class has Scope data property with possible values Confidentiality,
Integrity, Availability, Access Control, Accountability, Authentication, Authoriza-
tion, Non-Repudiation, and Other, representing security areas impacted by success-
ful attack execution. At least one security area must be marked.
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DataProperty: Scope
Domain:

Consequence
Range:

{"Access Control", "Accountability",
"Authentication", "Authorization", "Availability",
"Confidentiality", "Integrity", "Non-Repudiation",
"Other"}

Another data property of Consequence class is Impact with possible values
Modify Data, Read Data, Unreliable Execution, Resource Consumption, Execute
Unauthorized Commands, Gain Privileges, Bypass Protection Mechanism, Hide Ac-
tivities, Alter Execution Logic, or Other. These are technical consequences of suc-
cessful attack.

DataProperty: Impact
Domain:

Consequence
Range:

{"Alter Execution Logic",
"Bypass Protection Mechanism",
"Execute Unauthorized Commands", "Gain Privileges",
"Hide Activities", "Modify Data", "Other",
"Read Data", "Resource Consumption",
"Unreliable Execution"}

Consequence likelihood is given by Likelihood data property, which is functional
and can have as value one of High, Medium, Low, or Unknown.

DataProperty: Likelihood
Characteristics:

Functional
Domain:

Consequence
Range:

{"High", "Low", "Medium", "Unknown"}

Consequence may be attached with Consequence_ID identifier (for internal
use) and Note annotation.

DataProperty: Consequence_ID
Characteristics:

Functional
Domain:

Consequence
Range:

xsd:string
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Attack mitigations (preventions) are not formalized and are presented with
Mitigation annotations.

Attack examples are not formalized too and are presented with Example anno-
tations.

Weaknesses that are exploited by the attack are referred via Related_Weakness
object property. There are no comments on weakness role. The property simply
point to an individual from CWE ontology.

ObjectProperty: Related_Weakness
Domain:

Attack_Pattern
Range:

cwe:Weakness

Finally, related attack patterns are discussed. They generically are presented
with Related_Attack_Pattern object property. This property has to be “abstract”
in the “closed world”. “Abstract” classes have no instances, so “abstract” properties
have no links (instances).

ObjectProperty: Related_Attack_Pattern
Domain:

Attack_Pattern
Range:

Attack_Pattern

Related_Attack_Pattern has subproperties ChildOf, ParentOf, CanFollow,
CanPrecede, CanAlsoBe, and PeerOf. Each of them presents some kind of rela-
tionship.

Inverse pairs are ChildOf/ParentOf and CanFollow/CanPrecede.

ObjectProperty: ChildOf
SubPropertyOf:

Related_Attack_Pattern
InverseOf:

ParentOf
ObjectProperty: ParentOf

SubPropertyOf:
Related_Attack_Pattern

InverseOf:
ChildOf

ObjectProperty: CanFollow
SubPropertyOf:

Related_Attack_Pattern
InverseOf:

CanPrecede
ObjectProperty: CanPrecede
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SubPropertyOf:
Related_Attack_Pattern

InverseOf:
CanFollow

ObjectProperty: CanAlsoBe
SubPropertyOf:

Related_Attack_Pattern
ObjectProperty: PeerOf

SubPropertyOf:
Related_Attack_Pattern

Inverse relationships form chains of relationships. ChildOf/ParentOf organize
abstraction hierarchy. ChildOf, must link in principle the attack with another attack
from the same or at higher abstraction level. However, there is no such restriction
in CAPEC XSD schema.

De facto, CAPEC XSD schema does not put any restrictions on CAPEC_ID
attribute of Related_Attack_Pattern element. It is possible this attribute to point
even to view or category.

Obviously, authors of CAPEC XSD schema have not fixed above-mentioned
problem and Related_Attack_Pattern intend has to be detected from the database
content. It is possible in future the problem to be fixed and even sustainable changes
to CAPEC XSD schema to be done.

In CAPEC database content, Related_Attack_Pattern points only to attack
patterns. It is possible to use SHACL for more strict control on these relationships,
for example, ChildOf to point to attack patterns on the same or higher abstraction
level.

Pair CanFollow/CanPrecede may organize chains of unnamed attack patterns.
Attack chain concept is similar to that one in CWE but not so advanced.

CanAlsoBe and PeerOf do not organize relationship chains. CanAlsoBe relates
pair of attacks but this relationship is not commutative or transitive. PeerOf relates
two attacks in relationship that cannot be classified as relationship from the other
five listed kinds.

Related_Attack_Pattern property has for domain only attack patterns.
From analysis of database’s content follows that follows that only categories are

excluded from relationship trees. Therefore, exclusion is not applied as universally
as defined by CAPEC XSD schema. In conclusion, abstraction subtrees organized
by ChildOf/ParentOf and Member_Of/Has_Member are pruned only on category
level.

It is desirable CAPEC XSD schema to be changed following the real construc-
tion usage. Even more, many more upgrades of this schema are expected in the
future. For now, CAPEC ontology follows current CAPEC XSD schema and some
restrictions are applied considering CAPEC database content.

Now ancestor exclusion will be discussed. From content of CAPEC database
follows that only category ancestors are excluded. Between excluded category and
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the attack under consideration there are zero or more attack linked with that cate-
gory. The last can be at any abstraction level by CAPEC XSD schema, but in prac-
tice, levels are meta and standard. Excluded category is linked with attack under
consideration via Member_Of/Has_Member and zero or more ChildOf/ParentOf
relationships. Ancestor tree starts from view, then pass to categories via Mem-
ber_Of/Has_Member, and after that via zero or more ChildOf / ParentOf ends in
the attack under consideration.

Category children define category of its descendants in ancestor tree – some kind
of category type. Therefore, via Exclude_Related elements only specific categories
are excluded as ancestors for the attack under consideration. It follows that inde-
pendent of the fact that there is a path organized by Member_Of/Has_Member and
ChildOf/ParentOf, only categories are excluded. As result of these considerations
Exclude_Related object property excludes only categories. May be in the future
this restriction will be changed – maybe not, or CAPEC taxonomy or CAPEC XSD
schema will be changed.

4. Conclusion

CAPEC schema analysis and especially analysis on relationships shows that
CAPEC is still not mature. Therefore, CAPEC schema upgrades will be developed
in the future.

In this situation, is there any sense to formalize CAPEC knowledge in OWL?
Concept of “closed world” supposes that all knowledge is collected in knowledge base.
This means that statements not following from this knowledge base are not true.

In “open world” concept if something is not known may be true.
In mature taxonomy, the database contains all knowledge. This means that

when CAPEC get mature, its database would cover “closed world” criteria. Is it
true?

Currently, there are very many questions about some attacks, i.e. this problem
area is under intensive investigations and is way from “closed world”.

On the other hand is the future. Eventually, CAPEC taxonomy will get stable
enough to classify it as mature. The problem to happen this is that new compli-
cated unknown attacks are under development. Therefore, there is no way CAPEC
taxonomy to get mature. In this situation more applicable is “open world” concept,
because CAPEC taxonomy is unstable – under permanent development.

What is NIST approach to CVE? NIST extracts from CVE only analyzed vul-
nerabilities for NVD. In NVD, NIST guarantees the “closed world” concept.

Why CPE, NVD, CVE, CWE, and CAPEC are not presented as ontologies? All
these databases are under permanent development. If these databases were presented
as ontologies, there would be no need to do transformations like CVE to NVD.
Something more, reasoners can open new horizons for research and investigations.
Finally, “closed world” aspects can be checked with SHACL.
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MACHINE LEARNING FOR BIOMEDICAL-FOCUS
ON BRAIN SIGNALS

MOHAMAD FAKHREDINE and TEODORA BAKARDJIEVA

There is a growing interest in machine learning (ML) in this decade. This growing
interest is accelerated by cheaper computing power and low-cost memory. Thus, large
amount of data can be stored, processed and analyzed efficiently. Machine learning
has used in brain machine systems (BMS) system that converts brain impulses into
messages or commands. In this paper we propose an EEG-based BMS with the focus
on evoked potential. An average classification accuracy of 95% was attained among
nine participants. With a rate of 4 flashes per second implemented, selecting one of
four possibilities takes 5 s, resulting in an information transfer rate of 24 bits/min.
Also, brain computer interfacing using oscillatory activity was measured. The results
show that after around 5 h of co-adaptive training over many days, the average 3-class
accuracy of the Linear Discriminant Analysis committee classifier reached about 80%,
with a false positive rate for motor imagery recognition of around 17%.
Keywords: brain-machine system, EEG, machine learning, classification, accuracy,
false alarm rate, human-centered computing
CCS Concepts:
• Computing methodologies∼Machine learning∼Machine learning approaches;
• Human-centered computing∼Human computer interaction∼HCI theory, concepts and
models

1. Introduction

During the last decade, the world has witnessed a significant technological
breakthrough in Artificial Intelligence (AI). Artificial intelligence (AI) is defined as
a branch of science and engineering concerned with the computational understand-
ing of what is commonly referred to as intelligent behavior. Artificial intelligence
has been extensively used in recent decades to build applications in fields like deep
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learning, and machine learning AI is becoming a well-known in computer science
field as it has improved human life in numerous ways. AI has recently outperformed
humans across several domains, and there is big hope that this will happen in health-
care [7]. The field of computer vision has made incredible strides thanks to recent
developments in deep learning techniques, which were made possible by improved
computing power and the availability of large data sets [1].

Modern assistive technology can help people with severe motor impairments
communicate better, manage their home environments, and move around more easily
depending on their remaining motor abilities. Systems known as Brain-Machine
Systems (Figure 1) are able to translate brain activity into signals that can command
external machinery. They may therefore be the only means for people who are
severely disabled to maintain or increase their communication and control options [2].

Bypassing the conventional neuro-muscular output routes, BMS use machine
learning and digital signal processing to transform brain signals into activity. These
systems were initially intended for biomedical applications, such as regaining lost
motor function and enabling communication in patients who are completely para-
lyzed. BMSs have been investigated by more target markets as a novel input device
for entertainment and gaming geared for non-disabled persons. It is the responsibil-
ity of the BMS to identify and anticipate behaviorally motivated changes in a user’s
brain signals, also referred to as “cognitive states.”

On the other hand, it is well known now that brain signals can be captured
non-invasively using electrodes on the scalp (electroencephalogram, EEG). EEG
recording techniques and signals have been extensively used to establish techniques
to help and impaired people to control a range of devices using BMS.

Figure 1. Brain-Computer Interfacing
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The user must produce various brain activity patterns that the BMS will rec-
ognize and translate into commands in order to operate it. This identification is
predicated on a classification technique used in the majority of current BMS. There
have been a number of highly interesting BMS reviews published up to this point,
but none have been devoted exclusively to a review of the classification algorithms
used for BMS, their characteristics, and their assessment [3].

Specifically, chemicals, cells, vasculature, physical morphology, and cognition
are all impacted by aging in the human body and brain. As time goes on, biolog-
ical aging causes dependency and disability. The issue of aging and its effects on
daily activities has been addressed in a number of diverse approaches, according to
academics. Even for elderly patients and healthy older people, maintaining balance
while talking, walking, and paying attention might be difficult. These limitations
may make it difficult to carry on family conversations, navigate stairs, retain new
knowledge, or operate a vehicle safely. Even if it’s just utilizing handrails or canes
to climb stairs, most elderly citizens need assistive equipment to help them do daily
tasks, despite the fact that everyone’s aging process has a varied impact. Unfortu-
nately, they are not given the assistance they require since the expense of caring for
them is in the billions of dollars.

BMS technology is increasingly being used to treat many individuals who have
cognitive or physical problems. This system has the potential to significantly improve
these patients’ quality of life by increasing their personal autonomy and mobility.
This paper proposes a novel implementation of classification algorithms used in
EEG-based BMS applications for the objective of testing these algorithms based on
evoked potentials and their accuracy level.

2. Literature review and background

The electroencephalogram (EEG) is a type of brain scan that measures electrical
activity in the brain, according to study (Figure 2) [4]. It was written by Avid and
published in the article EEG Signal Processing for BMS Applications. By placing
electrodes on the scalp and using conductive paste, it is possible to record and
analyze the brain’s electrical signal, which is measured in microvolts [5]. These
evoked potentials are a neurophysiologic study that analyzes the involvement of the
auditory sensory system, visual system, and somatosensory pathways through evoked
responses to a recognized and standardized stimulus in EEG data. Some of the
several kinds of event-related evoked potentials (ERP) and visual evoked potentials
(VEP) include auditory evoked potentials (PEA), motor evoked potentials (MRP),
and steady state visual evoked potentials (SSVEP).

The goal of a BMS is to recognize and estimate behaviorally induced changes in
a user’s brain signals, also known as “cognitive states.” BMSs built on these recording
methods have given both healthy and disabled people the ability to operate a variety
of appliances. The BMS system design should be dictated by the characteristics of
the EEG feature(s), as this will determine the most efficient system for a specific user.
The users are currently tested using the SMR- and P300-based BMS systems, and
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Figure 2. EEG System

the best system is chosen after consideration of speed, accuracy, bit rate, usefulness,
and likelihood of use [6]. As we introduce BMS into people’s homes, this model may
prove to be the most effective.

According to [4], signal processing in the brain occurs in four steps: data ac-
quisition, where brain signals are first acquired using sensors; pre-processing, where
information that reduces signal quality is referred to as “noise” and “artifacts”; pre-
processing techniques like spatial and temporal filtering can significantly improve
signal quality by minimizing noise and artifacts; and feature extraction, where from
the pre-processed brain signals, useful signal features are extracted. The majority
of brain patterns used in BMS, such as slow cortical potentials (SCP), event-related
potentials (ERPs), event-related desynchronization (ERD), and event-related syn-
chronization (ERS), are mirrored by mu and beta rhythms (ERS). ERPs include the
P300 and the steady-state visual evoked potential (SSVEP). Finally, the collected
features are converted into discrete or continuous control signals that run devices
such as a computer, wheelchair, or prosthesis using translation algorithms.

The author of [9] demonstrates how several neurons contribute to the signal
measured at a particular electrode, comparing brain signals to the “cocktail party
phenomena.” The signals from these neurons are integrated and then aggregated
at the electrode. Contrary to PCA, which maximizes the variance of the first
component in the transformed space, common spatial patterns (CSP) optimize the
variance-ratio of two conditions or classes. To put it another way, CSP looks for
a transformation that maximizes the variance of samples from one condition while
minimizes the variance of samples from the other condition. Temporal filtering, also
known as frequency or spectrum filtering, is a crucial component of BMS systems
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for enhancing signal-to-noise ratio. Temporal filtering, for example, can be used to
remove 50 Hz (60 Hz) noise from power sources. Temporal filtering can also be used
to isolate motor imagery components from brain signals in a certain frequency band,
such as the mu or beta band. One of the neurophysiological signals that can be used
with BMSs is SSVEP [10].

The two primary EEG data types employed in BMSs are oscillatory activity
patterns and evoked potentials (EPs). When a rare visual input or other external
sensory event occurs, EPs, which are phase-locked electrical potential alterations,
happen. EEG data are often averaged over time, commencing at the onset of the
sensory event and lasting up to one second, in order to study EPs. On the other
hand, oscillatory activity patterns can be purposefully created by the user. Most of
the time, such imaging results in a power change in particular frequency bands [11].

The user may only need to make a small adjustment because EPs are repetitive
brain reactions that are consistent over time. But as a result of feedback from BMS
use, a user’s oscillatory patterns frequently alter over time, making off-line learning
of parameters less effective. In order to observe changes in oscillatory patterns and
update the BMS as necessary, brain signals recorded during feedback are examined.
The two examples below demonstrate the use of EPs and oscillatory patterns to
connect the brain to the computer both physically and virtually [13].

An SVM also uses a discriminant hyperplane to define classes. However, the
selected hyperplane in the case of SVM maximizes the margins. Margin maximiza-
tion is known to enhance generalization skills. Using linear decision boundaries for
classification is possible with linear SVM. The usage of this classifier in a sizable
variety of synchronous BMS scenarios has been successful. However, with only a
slight increase in the classifier’s complexity, it is possible to set up nonlinear de-
cision boundaries using the “kernel technique.” It includes using a kernel function
to indirectly transfer the data to a different space, typically one with much greater
dimensions [12].

Furthermore, linear discrimination has been used in BMS as a technique for
transforming high-dimensional feature data into a lower-dimensional space. It is
then easier to divide the predicted data into two groups. The reparability of data
is quantified in Fisher linear discriminant (FLD) by two quantities: the distance
between projected class means (which should be large) and the amount of the data
variance in this direction (should be small) [14]. The goal of LDA (also known as
Fisher’s LDA) is to segregate data representing various classes using hyperplanes.
LDA presupposes that the data has a normal distribution and an equal covariance
matrix for both classes. The separation hyperplane is found by locating the pro-
jection that maximizes the distance between the means of the two classes while
minimizing the inter-class variation [16].

In fact, not all electrodes placed throughout the entire head are suitable in BM
systems. As a result, channel selection is used to choose the most usable channels
based on the attributes of a BM system. The EEG signals from the visual cortex are
chosen for SSVEP-based BMSs. The channels in the sensorimotor area are chosen
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for mu/beta based BMSs. The channels with an obvious P300 are chosen for P300-
based BMSs. In BMS, temporal filtering is critical for enhancing the signal-to-noise
ratio, and it is also useful for extracting band power information.

3. Study design and methodology

A BMS enables a person to communicate with or control a device such as a
computer or prosthetic without the use of peripheral nerves or muscles. A BMS in
general architecture, which involves six stages of brain signal processing is shown in
Figure 3. This procedure is generally separated into six parts, which are as follows:
signal capture, preprocessing, feature extraction, classification, translation and feed-
back. The basic step involves skin preparation and electrode gel administration in
the case of an EEG-based BMS. It is required because, large and unequal electrode
impedances can degrade signal quality. Good signal quality, on the other hand, is
critical for making the already tough task of retrieving information from brain sig-
nals easier [16]. Any BMS must be able to convert brain impulses into messages
or commands. For signal translation, many signal processing and machine learning
approaches have been developed. Most BMS systems require preprocessing because
a good preprocessing method enhances the signal-to-noise ratio and spatial resolu-
tion, which improves the performance of the BMS. Preprocessing the EEG brain
signal is a crucial step in the BMS because it creates an effective signal for the
learning stages of detection and classification. From the pre-processed brain signals,
useful signal features indicating the user’s intent are retrieved. The classification
algorithm is tuned after feature extraction, and the best features from numerous
EEG channels are chosen and classified. Mainly, preprocessing, feature extraction,
and classification are the three main steps. Following the extraction of features that
reflect the user’s intents, the next step is to transform these discriminative features
into commands that run a device. These commands can be discrete in nature, such
as letter selection, or continuous in nature, such as pointer movement vertically and
horizontally. In BMSs, the best frequency bands are usually subject-specific. A

Figure 3. BMS architecture
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feature selection method is frequently used to choose frequency bands. A wide fre-
quency band is initially separated into multiple sub-bands that may overlap to carry
out frequency band selection in this manner. Finally, feedback is conducted.

The parts of brain signals that reflect the user’s objectives are useful, whereas
the rest is likely noise. The P300 potential, for example, is a beneficial component
in a P300-based BMS speller, whereas noise components include high frequency
signals, alpha waves, EMG, EOG, and interference from power supplies and other
equipment. The channels with an obvious P300 are chosen for P300-based BMSs.

4. Results and discussion

4.1. Brain machine system based on using evoked potentials

Figure 4 depicts an evaluation and monitoring in which the P300 is used to
allow a user to choose from a menu of options. On a computer screen, the options
are shown in a grid arrangement. The options in this experiment correspond to
segmented images of items from a helper robot’s current range of vision. The P300
(Figure 4A, panel 1) is utilized to figure out which object the BMS user wants the
robot to pick up and carry to another area (Figure 4A, panels 2–4). The menu
changes to image of possible destination locations once the object has been picked
up, and P300 is used again to infer the user choice of desired robot’s location [15].

The user concentrates his or her attention on the image of choice while the
borders of the images are flashed one at a time in random order, to make a selection
with the P300. That to say each image is flashed multiple of times in this random

Figure 4. BMS system implementation
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order, thus flashed on chosen image create P300 responses while other flashes do
not.

A low-dimensional feature vector input was produced by applying a modest
set of spatial filters to 32 channels of EEG data acquired from electrodes placed
throughout the entire scalp as the SVM’s input. These filters are called “spatial”
because they are applied to the 32 samples that are spatially scattered throughout
the scalp, rather than to samples over time. At each time step, the output of a
filter is a linear weighted combination of the 32 EEG channels. To eliminate noise
often present at higher frequencies, so each channel was first band pass filtered in
the 0.5–30 Hz range. At each time step, 32-channel EEG data is filtered to provide
three filtered outputs. The classifier was trained using this low dimensional filtered
time series data. During the BMS procedure, the picture with the highest P300
classifications after all flashes were completed was chosen as the user’s choice.

For differentiating between four alternatives, utilizing five flashes per choice, an
average classification accuracy of 95% was attained among nine participants. The
separate accuracy of each participant is shown in Table 1. With a rate of 4 flashes
per second implemented, selecting one of four possibilities takes 5 seconds, resulting
in an information transfer rate of 24 bits/min.

Table 1. Participant and accuracy

Participant Accuracy
1 94.8%
2 93.6%
3 98.2%
4 91.6%
5 93.2%
6 90.6%
7 95.3%
8 98.0%
9 97.6%

4.2. Brain computer interfacing using oscillatory activity

Consider traveling in a virtual environment: left hand, right hand, and foot
motor images might be used to move left, right, and forward, respectively. The sub-
ject’s job in the experiment was to traverse and retrieve coins distributed at random
across the surroundings (Figure 4B, panels 2–3). A committee of Fisher’s linear
discriminant analysis (LDA) classifiers was trained to distinguish between the three
kinds of motor imagery. Classification features were calculated from 1 s segments
by band pass filtering the EEG signal for numerous frequency bands, squaring, and
finding the mean over squared values for each band in each segment. To reduce
variability, classification characteristics were based on the logarithm of band power
estimations. Each subject’s most discriminative frequency bands were discovered
individually.
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Classification was conducted every 40 ms to allow for real-time engagement.
Given the emphasis on motor imagery, data was collected from six EEG sensors po-
sitioned over relevant sensorimotor regions. To eliminate EEG signal contamination,
techniques for on-line muscle artifact identification and eye movement reduction were
also applied. After around 5 h of co-adaptive training over many days, the average
3-class accuracy of the LDA committee classifier reached about 80%, with a false
positive rate for motor imagery recognition (by the extra LDA classifier) of around
17%. The BMS was effectively used by the subjects to navigate and locate the coins
in the surroundings.

5. Conclusion

The brain machine systems (BMS) system, which transforms brain impulses
into messages or commands, uses machine learning. We suggest a novel EEG-
based BMS in this study with an emphasis on evoked potential. Nine participants
achieved a 95% categorization accuracy on average. An information transfer rate
of 24 bits/min is achieved by using a rate of 4 flashes per second, which requires
5 s to choose between four options. Additionally, oscillatory activity used for brain-
computer interface was measured. The findings reveal that the average 3-class ac-
curacy of the Linear Discriminant Analysis committee classifier achieved around
80% after approximately 5 h of co-adaptive training over several days, with a false
positive rate for motor imagery identification of roughly 17%.
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FREQUENCY MODULATED SIGNAL STANDING OUT
BY STOCHASTIC RESONANCE EFFECT

OKSANA KHARCHENKO and ZLATINKA KOVACHEVA

In this paper, the phenomenon which is known as stochastic resonance is considered
to the signal processing application. Signal standing out with the presence of noise is
considered to be one of the basic problems of telecommunication and radioengineering.
The stochastic resonance effect is shown to provide significant improvement of some
characteristics of the information signal, such as power gain, and noise dispersion at
the system output at a certain optimal noise level. In the present article, Minimum
Shift Keying signal mixed with Gaussian white noise has been studied using stochastic
resonance effect. Noise coefficient, which is one of the quantitative characteristics of
noise immunity is calculated and investigated.
Keywords: stochastic resonance, Minimum Shift Keying, signal standing out, noise
coefficient, noise dispersion, data engineering
CCS Concepts:
• Applied computing∼Physical sciences and engineering

1. Introduction

The main and the most difficult problem of the signal receiving is the prob-
lem of noise immunity. The problem of finding the best methods for radio signal
receiving with the noise presence is a one of the main goals in radio engineering and
telecommunication [12–14].

The researches made in 1980s brought us to paradoxical conclusions. Noise
can help amplify the signal. This phenomenon is known as stochastic resonance
(SR) [4,7,10,16]. The SR effect presents the response to the weak input signal, in a
non-linear system. The system parameters, such as power gain and signal-to-noise
ratio (SNR), have their maximum in specific conditions. Nowadays, this effect is
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fundamental and has been observed in biology, medicine, psychology, neuroscience,
etc. [2, 6, 8, 18].

SR is described by the following equation (see [1]):

𝑑𝑦/𝑑𝑡 = 𝑦(𝑡)− 𝑦3(𝑡) + 𝑥(𝑡) + 𝑛(𝑡),

where 𝑥(𝑡)+𝑛(𝑡) is an input process being additive mixture of the useful signal and
the white normal noise, and 𝑦(𝑡) is the output signal of the non-linear system.

This equation is an Abel equation of first order and it does not have an ana-
lytical solution [9].

2. Shift Keying signal standing out from the additive mixture with
noise

Currently, telecommunication systems process digitally modulated radio sig-
nals. We can cite, as an example, the Decree of the Government of Bulgaria on the
widespread use of digital television [11].

Digital modulation is the process of converting digital symbols into signals that
are compatible with the characteristics of the channel. Pulses of a given shape
modulate the sine wave. Types of modulation depend on the parameter of the
radio signal, which varies in proportion to the envelope. Since the digital signal
is a sequence of rectangular pulses, and the parameter of the carrier oscillation
at a certain point in time changes by a jump, therefore, modulation is actually a
manipulation [17].

Currently, the GSM standard uses Minimum Shift Keying (MSK). The primary
objective of spectrally efficient modulation techniques is to maximize bandwidth
efficiency. Therefore, MSK is widely used in digital telecommunication systems [5,
15].

The modulation of the MSK is as follows: The original data stream consists of
bipolar pulses. This pulse stream is divided into an in-phase stream 𝑑𝐿(𝑡) (even bits)
and a quadrature stream 𝑑𝑄(𝑡) (odd bits). The MSK waveform can be expressed
as [15]:

𝑠(𝑡) = 𝑑𝐿(𝑡) cos
𝜋𝑡

2𝑇
cos 2𝜋𝑓0𝑡+ 𝑑𝑄(𝑡) sin

𝜋𝑡

2𝑇
sin 2𝜋𝑓0𝑡, (2.1)

where 𝑇 is the width pulse and 𝑓0 is the carried frequency.
Let us determine the MSK signal for the pulsed data stream: −1; 1; 1; −1; −1;

1; −1; 1. Figure 1 presents equation (2.1) for this signal. Figure 1a and c illustrate
the sinusoidal weighting of the 𝐿- and 𝑄-channel pulses, respectively. Figure 1b and d
show the modulation of the orthogonal components cos𝜔0𝑡 and sin𝜔0𝑡, respectively.
Figure 1e illustrates the summation of the orthogonal components from Figure 1b
and d.

By adding white Gaussian noise to this signal, we apply the stochastic resonance
effect to stand out the useful signal. The result of this signal processing is shown in
Figure 2.
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Figure 1. MSK waveform

Figure 2. Standing out of the signal from additive signal-noise mixture

It can be seen from Figure 2, that it is possible to significantly reduce the noise
component of the oscillations by SR effect. In this case, the input noise dispersion
is 1 p.u., the output noise dispersion is 0.4 p.u. The signal is amplified by the SR
effect and the power gain is 𝑘 = 1.3.

In Figure 2, input MSK signal is shown by the thick line, signal-noise mixture
is illustrated by the thin line, and output signal by the dotted line.

Thus, the SR effect provides significant noise suppression and amplification of
the useful signal in communication systems with MSK modulation. Figure 3, which
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Figure 3. Amplitude spectra (input MSK signal – thick line,
signal-noise mixture – thin line, output signal – dotted line)

shows the spectra of these signals, also confirms the effective stand out of the MSK
signal.

One of the quantitative characteristics of noise immunity is the noise coefficient.
It is defined as a ratio of input signal-to-noise ratio (SNRinput) to output signal-to-
noise ratio (SNRoutput) [3].

𝐿 = SNRinput/SNRoutput. (2.2)

We can rewrite this formula in the following form:

𝐿 =
SNRinput

SNRoutput
=

1

𝐾𝑝𝐾𝑁
,

where:
𝐾𝑝 =

𝑃𝑠output

𝑃𝑠input

is the power gain;

𝑃𝑠input is the input power;
𝑃𝑠output

is the output power;

𝐾𝑁 =
𝐷input

𝐷output
is the noise reduction coefficient;

𝐷input is the input noise dispersion;
𝐷output is the output noise dispersion.
From the result, it is seen, that the decrease of the noise coefficient occurs

either as a result of an increase in power gain due to an increase in the power of the
output signal, or as a result of an increase in the noise reduction coefficient due to a



Ann. Sofia Univ., Fac. Math. and Inf., 110, 2023, 95–100 99

decrease in the output noise level, or as a result of both factors simultaneously. In
fact, all these cases present the SR effect, which consists in the transition of noise
energy into the energy of a useful signal.

In Figure 2 and 3, 𝐿 ≈ 0.31, and the signal is amplified. Therefore, the power
gain is greater than 1, the noise reduction factor is also greater than 1 due to the
decrease of the output noise level.

3. Conclusion

Stochastic resonance is just beginning to be applied in telecommunication and
radioengineering. In this work, the SR effect is used for the first time for standing
out of digital signals of the telecommunication systems against the background noise.

The SR effect is investigated, which makes it possible to stand out a weak
(compared to noise) signal from an additive mixture of signal and white Gaussian
noise.

We showed that SR effect stands out the MSK signal, and provides a significant
reduction of the noise component of the signal. As a result, there is an input noise
dispersion equals 1 p.u., and the output noise dispersion equals 0.4 p.u. Simulta-
neously, the signal is amplified by the SR effect and the power gain 𝑘 = 1.3, noise
coefficient 𝐿 ≈ 0.31.

It is noted, that the decrease of the noise coefficient occurs either as a result of
the increase of the power gain, due to the increase of the output signal power, or as
a result of the increase of the noise reduction coefficient, due to the decrease of the
output noise level.
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REAL-TIME DATA INTEGRATION IN INFORMATION SYSTEMS
USING STREAM PROCESSING FOR MEDICAL DATA

MARTIN KOSTOV and KALINKA KALOYANOVA

Real-time data processing in medical information systems is becoming harder with the
increase in data volume. Stream processing is a popular approach for real-time data
processing, which can process large volumes of data including medical in a scalable
manner. In some cases, medical data may not be available in real time because of
privacy and security concerns. In this paper, we will explore the use of stream processing
with static medical data using streaming platforms, Kafka, and Apache Spark. We will
demonstrate how these platforms can be used to work with static data in streams and
discuss the benefits and limitations of the approach. We also present a case study to
illustrate the effectiveness and performance.
Keywords: stream processing, performance comparison, Apache Kafka, Apache Spark,
data analysis, medical data
CCS Concepts:
• Information systems∼Data management systems∼Database management system en-
gines∼Stream management

1. Introduction

Real-time data processing is very important for medical information systems
(MIS), enabling healthcare providers to access and analyze medical data effectively
and fast. Traditional batch processing approaches with relational databases are of-
ten inadequate for handling large volumes of medical data, especially in real time.
Stream processing has emerged as an alternative approach for real-time data inte-
gration, which involves processing and analyzing data in real time as it is generated
or ingested.

However, in some cases, medical data may not be available in real-time or may
not be suitable for streaming due to privacy and security concerns. In such cases, an
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alternative approach can be used – processing static data. Stream processing with
static medical data involves processing and analyzing medical data that has been
stored in a predefined format – a database, XML files, etc.

This paper examines the use of stream processing with static medical data
using stream processing with Apache Kafka [13] and Apache Spark [2]. We discuss
the challenges of batch processing in MIS, the advantages of streaming, the main
components of stream processing architecture, and some of the characteristics of
medical data. We also provide a case study to demonstrate the effectiveness of this
approach.

2. Real-time data integration in medical information systems

Medical data is generated continuously. In order to monitor patients adequately,
doctors obtain their medical records – diagnoses, medical histories, lab results, im-
ages, etc., from different systems. Even when these systems are integrated [3] pro-
cessing all patient data from different MIS in real-time could be a challenge.

The batch-processing approaches with relational databases are in use most of
the time. However, it involves processing data in large batches, which can cause
delays in medical data analysis, making it unsuitable for real-time integration in
MIS.

Stream processing emerged as a popular approach for real-time data integration
in MIS. It enables doctors to monitor patient health in real-time and respond quickly.
Stream processing can also provide health trends, enabling healthcare providers to
identify patterns and improve patient outcomes, something that is not possible with
traditional treatment without hospitalization.

3. Overview of streaming solutions

Stream processing architecture typically consists of several components, includ-
ing data sources, stream processing frameworks, and output destinations for our
tests [1]. We will use Kafka for both input and output. Data sources for static data
can include archived medical records or data repositories. Stream processing frame-
works, such as Apache Kafka and Apache Spark [4], provide the necessary tools for
processing and analyzing static data. Outputs can include dashboards, alerts, and
other visualizations that enable doctors to make real-time decisions based on the
processed data.

The key benefit of stream processing with static medical data is its ability to
handle large volumes of data efficiently with a small overhead. Medical data can
be complex and can be from multiple sources, making it difficult to ensure that
the data is accurate and consistent. Stream processing with static data enables
doctors to monitor this data in real time. With stream processing it is possible to
provide insights into patient health trends, enabling doctors to identify patterns and
diagnose better.
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There are also challenges associated with stream processing static medical data.
One of the main challenges is ensuring the quality and consistency of the data.
Despite these challenges, stream processing with static medical data can provide
significant benefits, including faster response times, improved patient outcomes, and
increased efficiency. In the next section, we will explore the characteristics of medical
data and the challenges of processing medical data in real time, both with static data
and with true streaming data.

4. Stream processing for medical data

Processing medical data in real-time can be difficult due to its specific charac-
teristics - huge volume, different formats, lack of interoperability, etc. But stream
processing framework can be utilized to overcome some of these obstacles to enable
real-time processing of medical data. This approach can significantly enhance the
speed and efficiency of data processing in MIS.

4.1. Medical data distinction

Working with medical data is a complex and diverse field that encompasses a
wide range of data sources and data formats. Sometimes this data is organized in
predetermined schemas – electronic health records (EHRs), patient summaries, etc.
But a huge amount of this data – medical images, sonic representation, physician
notes, patient-generated data, and social media is still not organized in predefined
schemas.

Several characteristics of medical data make it challenging to process this data
in real time. The generated volume is increasing at an unprecedented rate due to
advances in medical technology and the adoption of EHRs. The velocity is also
increasing, with real-time monitoring of patient data becoming more common [12].
Finally, medical data is characterized by variety, with data generated by a variety
of sources, including medical devices, social media, and wearables.

The quality of the data is one of the main challenges to achieve the full pro-
cessing potential [6]. A basic problem of medical data processing still is the need for
standardization of data presentation [8].

4.2. Challenges of processing medical data in real-time

While stream processing can be an effective approach for the real-time pro-
cessing of medical data, there are also challenges associated with processing static
data. One of the biggest challenges is the volume of data, which can be vast and
complex, particularly when dealing with large-scale datasets [11]. Processing static
data also requires specialized hardware and software infrastructure to handle the
volume, complexity, and heterogeneity of the data.

Ensuring data accuracy and consistency is another challenge associated with
processing static data. It can be complex and heterogeneous, with data quality issues
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such as missing data, incomplete data, and data inconsistency leading to inaccurate
results and incorrect diagnoses. This makes it important to establish data validation
processes and ensure that data is cleaned and normalized before it is processed.

Data privacy and security are critical concerns when processing medical data,
particularly when dealing with static data that may be stored for long periods.
Healthcare organizations must implement strict security measures to protect sensi-
tive patient information and comply with local regulatory requirements.

Moreover, interoperability between different MIS can be a challenge when work-
ing with data [10]. Data may be stored in different formats and structures, making
it difficult to exchange and integrate data between different systems [14]. To enable
interoperability, a standardized data schema is needed that can accommodate the
diverse sources of medical data [9].

To enable real-time processing of medical data, it is also important to have a
standardized data schema that can accommodate diverse sources of medical data. A
standardized data schema can also enable interoperability between different systems.

5. Problem definition

With more and more data it is becoming challenging for healthcare institutions
and researchers to process and analyze all of it in an efficient manner. To address
these challenges, there has been growing interest in using stream processing frame-
works such as Apache Spark with distributed messaging systems like Apache Kafka
to handle the medical data processing in real-time. However, there are still many
open questions about how best to design and implement such systems, including
issues related to data quality, scalability, fault tolerance, and security. In this paper,
we explore the use of stream processing medical data processing and identify key
challenges and best practices for designing and implementing such systems.

5.1. Use case dataset for the experiment

In this study, a dataset of 220,000 medical records in XML format is used to
simulate a stream of data. The files present daily information about admitted and
discharged patients, coming from a hospital – patient demographics, medical history,
diagnosis codes, treatment information, etc. The medical records are grouped into
files per day for around a period of two years and file size is between 0.5 MB and
3.5 MB depending on the number of patients for the current day.

Since we do not have real-time data, we will use this dataset to simulate a
stream that is as close as possible to real-time processing. What we will do is read
this dataset, transform it, and publish data to stream. We will measure the mean
time it takes to do the reading from the XML file, the transformation, and the
publishing to stream. We will also measure how many records we can process in one
minute.
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5.2. Overview of the experiment environment

The experiment described in the paper uses a setup consisting of a CPU Ryzen
5950 with 4×32 GB DDR4-3200 memory modules under the Ubuntu 22.04 operating
system.

We use Apache Kafka – a distributed open-source streaming system where
servers and clients communicate via a high-performance TCP network protocol.

Figure 1. Apache Kafka deployment configuration
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Figure 2. Apache Spark and PostgreSQL deployment configuration

There are two main operations that clients can perform: publish – write to the
stream and consume – read from the stream.

For the purpose of our test, we will use also PostgreSQL – a widespread, open-
source object-relational database system, and Apache Spark – an open-source, dis-
tributed processing system used for big data workloads.

The two applications – Kafka and Postgre will be evaluated in terms of perfor-
mance and efficiency when we are working with streams or based on the size of the
dataset.

As a tool that defines and runs multiple docker containers, Docker Compose is
used. Figure 1 and Figure 2 present the Docker Compose YAML files configuration
used for the deployment of Kafka, PostgreSQL, and Spark.

The test environment includes the latest versions of all mentioned tools – Docker
v4.18.0, Kafka v7.3.0, Postgres v15.2, and Spark v3.3.2.

5.3. Experiment results and discussion

Overall, the medical dataset used for the experiment contains 220762 records
stored in 494 XML files [7]. Every file consists of medical records of daily admitted
or discharged patients in a hospital.

We measure how much time it takes to process and publish such a record to
stream and how many records we can publish per second. We also tested different
batching strategies for the publish to the stream and we see that the publishing
strategy is very important.
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In the case of batching per file or batching all patient records per day, the
results were slowest. If the batching is time-based, the results are better with more
time between the batches. The best results were with 75 ms, bigger time between
batches was not possible in the existing environment, because the memory of the
machine was not enough.

The results of our study demonstrate that Kafka is more suitable for applica-
tions that require high throughput, such as real-time monitoring of patient records.
By using stream processing with Kafka, healthcare organizations can process medical
data in real time, enabling faster and more accurate diagnoses which can improve
patient outcomes. Both can be used for Streaming Analytics (SA) and Complex
Event Recognition (CER) [5].

Kafka’s improved throughput is likely due to its efficient batch-processing capa-
bilities, which allow it to process larger amounts of medical data at once. However,
this comes at the cost of higher latency, as it takes longer to process larger batches
of medical data. Moreover, if SA or CER is required the throughput will be reduced.

When we process the dataset file by file and publish it to Kafka the throughput
is not optimal as seen in the first row in Table 1. On the other hand, if we use
time-based batching the results are better – the second row.

Table 1. Publishing the medical records to Kafka stream measurements

Publish batching Publish per second Publish mean time (in ms)
Per XML file 4136 0.24
Time-based batching (75 ms) 13 872 0.072

Based on our results we present the following recommendations:

• When working with small to medium datasets without streaming medical
data – Kafka or Spark are not needed as they could lead to more downsides
than benefits.

• When working with small to medium datasets with streaming of medical
data – Kafka can be used as an extension or relational database management
system such as PostgreSQL.

• When working with large datasets – a system like Spark is required as it has
the capabilities to process large datasets. Since Kafka does not provide data
integrity reliable storage is still required.

In Table 2 we have summarized some of the main advantages and disadvantages
of the different platforms we tested.

Healthcare organizations should carefully consider their specific needs and re-
quirements when choosing a stream processing platform and evaluate the perfor-
mance of different platforms using their medical data and specific use cases.
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Table 2. Aggregation source advantages and disadvantages

Spark C# with
Postgres source

Spark C# with
Kafka source

Processing time for aggregation Faster Slower due to
additional I/O

Scalability Limited by PostgreSQL
capabilities

Easy to add
more instances

Data integrity Guaranteed with Postgres Potential for data loss

Use case data size Low to medium
data volumes

High data volumes
with scalability

6. Conclusions

In this study, we discuss the importance of choosing the right stream processing
tools for specific cases of data usage, as well as the need for continued development
and improvement in real-time data integration for medical information systems. We
tested different options for fast processing medical data. We compared two different
data sources – Kafka and PostgreSQL. Overall, stream processing tools such as
Kafka and Spark are important for handling large amounts of data or when real-
time processing with low latency is important. When real-time processing is not
needed or the dataset is not very big, then those tools may not be needed, and the
traditional approach is a good decision.

Future research in this area could focus on the development of new stream
processing tools that are specifically designed for handling medical data in real time,
as well as the integration of machine learning and artificial intelligence techniques
for real-time data analysis and decision-making. Additionally, further testing and
evaluation of existing stream processing tools for medical data could provide valuable
insights into their performance and limitations.
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In this study, we aim to investigate the use of preprocessing techniques on brain mag-
netic resonance imaging (MRI) scans for the prediction of Methylguanine-DNA methyl-
transferase methylation (MGMT) status in glioma patients. MGMT methylation is a
biomarker that has been linked to treatment response and prognosis in glioma. We
review several studies that have applied preprocessing techniques to brain MRI scans,
along with molecular genetic information, for this purpose. The preprocessing techniques
include but are not limited to image registration, normalization, brain extraction, and
tumor segmentation. We compare the effectiveness of the techniques used in these stud-
ies and evaluate the performance of each technique in terms of accuracy, computational
efficiency and other parameters. Our goal is to identify the most effective preprocess-
ing techniques for radiogenomics applications and to determine the potential of these
techniques for improving the accuracy of predictions in brain MRI scans by combining
different types of data. The results of this study have the potential to serve as a basis
for the development of more accurate and efficient imaging-based diagnostic tools for
glioma patients, and to improve the understanding of the relationship between imaging
and genomics in glioma.
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1. Introduction

Magnetic resonance imaging (MRI) is a widely used modality for non-invasive
imaging of the brain and other organs. It provides high-resolution, multi-dimensional
images of the tissue anatomy and function, which can be used for various clinical and
research purposes. One of the emerging areas of research is radiogenomics, which
aims to integrate imaging data with other types of genomic and clinical data to
improve the diagnosis, prognosis, and treatment of diseases [18]. For example, the
prediction of Methylguanine-DNA methyltransferase methylation (MGMT) status
in glioblastoma, a type of brain cancer, has been shown to be a promising marker
for personalized medicine and targeted therapy [20].

MGMT is a Deoxyribonucleic acid (DNA) repair enzyme that removes alkyl
groups from DNA, and it has been shown to be involved in the resistance of cancer
cells to chemotherapy [11]. MGMT methylation status has been shown to be associ-
ated with the response to chemotherapy and the prognosis of several types of cancer,
including glioblastoma, the most common and aggressive primary brain cancer [11].
There are several methods available to evaluate MGMT promoter methylation, in-
cluding methylation-specific polymerase chain reaction (MSP), multiplex ligation-
dependent probe amplification (MLPA), pyrosequencing (PSQ), quantitative Real-
Time PCR, and immunohistochemistry (IHC) to assess protein expression [19].

Medical imaging, such as brain MRI, can provide valuable information about
the brain tissue and its structural and functional characteristics, which can be use-
ful for predicting MGMT methylation status and other genomic and clinical phe-
notypes [16]. However, medical images are often affected by noise, artifact, and
intensity variations, which can degrade the quality and accuracy of the images, and
hinder the performance of the predictive models [15]. Preprocessing techniques aim
to improve the quality and accuracy of the medical images, by removing the noise,
artifact, and intensity variations, and by enhancing the tissue characteristics [17].

In addition to improving the quality and accuracy of images, preprocessing
techniques also play an important role in the success of Computer-aided detection
and diagnosis (CAD) schemes. CAD schemes have become an increasingly impor-
tant tool in medical imaging to help clinicians read images more efficiently and
make diagnoses more accurately and objectively. The use of CAD schemes in med-
ical imaging is not a new concept, with early CAD schemes being developed in the
1970s. However, the development of CAD schemes has accelerated in recent years,
particularly since the 1990s [8], due to the integration of more advanced machine
learning methods. Conventional CAD schemes typically involve three steps: target
segmentation, feature computation, and disease classification. Target segmentation
is the process of identifying and isolating the region of interest (ROI) in the image,
such as a tumor or lesion. Feature computation involves quantifying the character-
istics of the ROI in terms of size, morphology, margin geometry, texture, and so
on. Finally, disease classification involves using a classification model, such as linear
discrimination analysis (LDA), to identify the malignancy of the ROI.
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Deep learning-based models have become increasingly popular in recent years
and have shown promising results in CAD schemes. These models involve a hier-
archical architecture that can learn important features hidden in the raw image in
a self-taught manner, eliminating the need for manual feature development [14]. In
deep learning-based models, a neural network is trained to identify and amplify im-
portant features related to the specific task, while filtering out irrelevant features.
This process is done in a progressive manner, with the neural network gradually rec-
ognizing and learning more complex features as the number of layers increases [4].

A number of studies have compared the performance of different preprocessing
techniques for medical images, but most of them have focused on specific types of
images and applications, such as CT, PET, or ultrasound [4,9]. It can be concluded
that there is a lack of comprehensive and comparative studies on the performance of
preprocessing techniques for brain MRI scans in the context of radiogenomics appli-
cations, such as predicting MGMT methylation status [1,5,6,12]. This paper aims to
fill this gap by providing a comparative analysis of various preprocessing techniques
for brain MRI scans, using a radiogenomics dataset and assesses the impact of the
preprocessing techniques on the results obtained from deep and machine learning
algorithms.

2. Contemporary research methodologies in predicting MGMT
methylation status

2.1. Findings and study

Several studies have employed various preprocessing techniques on brain mag-
netic resonance imaging (MRI) scans to enhance the predictive capabilities of deter-
mining methylation status of the O6-methylguanine-DNA methyltransferase gene in
brain tumors. The selection of the six studies involved in the comparative analysis
of contemporary research methodologies in predicting MGMT methylation status is
based on several criteria related to their relevance, scientific rigor, and diversity of
methodologies employed. One key criterion for inclusion is the scientific quality and
significance of the studies. The selected studies are likely to have undergone rigorous
peer-review processes and have been published in high-impact journals, ensuring the
reliability and validity of their findings. Another important criterion is the diversity
of methodologies employed in the studies. The selected studies are likely to have
employed a range of different imaging techniques and data preprocessing methods to
enhance the predictive capabilities of determining MGMT methylation status. By
including studies with different methodologies, the comparative analysis can provide
a more comprehensive overview of the current state of research in the field, identify
the strengths and limitations of different approaches, and highlight potential areas
for further improvement. The techniques discussed aim to improve the quality and
information content of the imaging data for more accurate and efficient assessment
of MGMT methylation status. For example, the authors in [2] employed a series of
image preprocessing steps to prepare the imaging data for analysis. The primary
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goal of the preprocessing was to align and standardize the imaging data across dif-
ferent modalities for each patient. First, the authors used the FMRIB Linear Image
Registration Tool (FLIRT) for coregistration of the imaging data across different
modalities. The FLIRT algorithm is based on linear affine transformation and uses
a mutual-information cost function. The reference volume for coregistration was the
highest resolution sequence, most commonly the postcontrast T1-weighted acquisi-
tion. On average, coregistration of a single volume took approximately 1 minute.

In this study, MR imaging data and corresponding molecular genetic informa-
tion were retrospectively obtained from the Cancer Imaging Archives and the Cancer
Genome Atlas for patients with low- or high-grade gliomas. Only patients with full
preoperative MR imaging, including T2, FLAIR, and T1-weighted pre- and post-
contrast acquisitions, were included in the analysis. The molecular information for
each patient was obtained, including IDH1 status, 1p/19q codeletion, and MGMT
promoter methylation.

Subsequently, each input image was independently normalized using z-score
normalization. This step is commonly used to standardize the data, and to ensure
that the mean of the data is zero and the standard deviation is one. The authors
then employed a custom in-house fully automated whole-brain extraction tool, based
on 3D convolutional neural network, to remove extracranial structures. This step
aimed to improve computational efficiency and focus the analysis on relevant regions.

Finally, the authors used a fully automated brain tumor segmentation tool to
identify lesion margins. The algorithm used in this step was the top-performing
tool as evaluated in the international 2016 Multimodal Brain Tumor Segmentation
Challenge. It is based on a serial fully convolutional neural network architecture with
residual connections, and it performs whole-tumor segmentation in approximately 1
second. These segmentations were used to generate cropped slice-by-slice images of
the tumor on all modalities, which were subsequently resized to a 32× 32× 4 input.

It is worth noting that the use of convolutional neural network (CNN) based
algorithm was developed and tested for the purpose of predicting genetic mutations
and methylation status in glioma patients. The algorithm was found to have high
accuracy in predicting IDH1 mutation (mean 94%), 1p/19q codeletion (mean 92%),
and MGMT promoter methylation (mean 83%), as well as good performance in terms
of the area under the curve for these predictions. The CNN was trained for 25,000
iterations before convergence, and the entire imaging workflow takes approximately
5.12 s per patient, which includes time for detection, preprocessing, and classifica-
tion. This approach demonstrated promising results and may have potential clinical
applications.

In a subsequent experiment, discussed in [3], S. Chen et al. obtained approval
from the local Institutional Review Board and recruited 111 patients diagnosed with
WHO grade 2-4 glioma who had undergone surgical resection and received plain
and enhanced scans from the Affiliated Drum Tower Hospital of Nanjing University
Medical School between 2018 and 2020. The patients had not received any prior
treatment such as radiotherapy, chemotherapy or antitumor drugs before surgery
and those with incomplete or poor-quality images were excluded. The data were
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divided into a training group and a validation group with a ratio of 8:2, and MRI
images acquired using 3.0 T MRI scanners and different protocols were used in the
analysis. The image brightness variations due to scanning process were eliminated
and deviation field correction was performed on all images before the analysis.

In addition to the previously described methodology, the authors also employed
a method for extracting radiomics features from the tumor edema and tumor core
area of four sequences, including T1WI, T2WI, T1CE, and ADC. They used a com-
bination of manual segmentation by two radiologists, and an open-source platform
called PyRadiomics to extract a total of 688 features from each patient. These fea-
tures were then normalized by the Z-score and used as input in the deep learning
model. The image sequences were registered to the same physical space in order to
match the same patient ROIs across each sequence. After completing the prepro-
cessing steps, the study subjects were randomly assigned to either the training or
testing group in an 80:20 ratio.

In this study, a ResNet deep learning model based on radiomics features was
used to predict the MGMT promoter methylation status of gliomas. The study
found that among single MRI modalities, the T1CE model based on the Region of
Interest (ROI) of the tumor core achieved the highest AUC value of 0.84. When
multiple MRI modalities were combined, the T1CE model combined with the ADC
model based on the ROI of the tumor core achieved the highest AUC value of 0.90.
The final model, which was a combination of T1CE and ADC modalities, based on
the ROI of the tumor core, showed the best performance among all the models, with
the highest accuracy of 0.91 and AUC of 0.90. Ten features were found to be the
most important radiomics features for the prediction. The study suggests that the
combination of T1CE and ADC MRI modalities could be superior to other single or
multiple MRI sequences in the prediction of MGMT promoter methylation and that
a deep learning model based on radiomics features could help in identifying molecular
biomarkers from routine medical images, and therefore facilitate treatment planning.

In another work [10], the authors used brain MRI scans from patients diagnosed
with glioblastoma multiforme (GBM) in order to analyze the relationship between
methylation status and imaging characteristics. GBM is a highly malignant brain
tumor with a poor prognosis, and identifying biomarkers that can inform diagnosis
and treatment strategies is a crucial area of research.

The MRI scans used in the study were obtained from the Cancer Imaging
Archive (TCIA) and consisted of 5,235 scans from 262 patients. Each scan was a
3-dimensional reconstruction of the brain and were provided in a DICOM format,
which is a non-proprietary data interchange protocol, digital image format, and file
structure for biomedical images and related information. These scans were prepro-
cessed to remove noise by looking at the distribution of Hounsfield Units in the
pixels and only retain the slices that contain the tumor. Additionally, all images
were resized to 128x128 dimensions for consistency.

The study also utilized methylation data from the Cancer Genome Atlas (TCGA)
for 423 unique patients, which were preprocessed to extract methylation sites that
are located in minimal promoter and enhancer regions. These regions are known
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to have a high level of methylation activity and affect MGMT expression, a DNA
repair protein that is commonly inactivated in GBM. Specifically, the study focused
on three methylation sites cg02941816, cg12434587, and cg12981137 which had been
used in previous studies on MGMT methylation and GBM. A patient was considered
to have positive methylation status if any of the three sites had a methylation beta
value of at least 0.2.

The study also employed data augmentation techniques to increase the size of
the dataset and prevent overfitting in the convolutional recurrent neural network
(CRNN) used in the analysis. The data augmentation involved applying image
rotation and reversing the MRI scans, so that the methylation status and location
of the tumor was preserved. The images were rotated every 4∘ from −90∘ to +90∘,
and were flipped so that the MRI scans were represented from superior to inferior
and vice versa. This resulted in a 90-fold increase in the number of MRI scans
available for training the CRNN, which is expected to boost the performance and
robustness of the network.

The study found that the CRNN obtained modest patient-level accuracy of 0.67
on the validation set and 0.62 on the test set. It was also better in performance when
compared to the random forest model. The CRNN also provided a generalizable
platform for visualizing the different filters and layers of deep learning architectures
for brain MRI scans.

In a subsequent research, P. Korfiatis et al. [13] emphasize the importance of
reducing manual steps required by computer-aided diagnosis systems in order to
facilitate the translation of such systems into clinical practice. The proposed system
uses image normalization and bias corrections as the only preprocessing steps, which
are fully automated and computationally efficient, taking less than 2 minutes on a
typical desktop computer. The system also focuses on a three-class problem rather
than a binary approach, enabling the algorithm to operate without the need for
tumor segmentation step, thus reducing the complexity of the process.

This study aims to investigate the relationship between methylation status and
imaging characteristics in patients with newly diagnosed GBM using MRI scans.
The study was approved as minimal risk by the institution’s Internal Review Board
and included 155 presurgery MRI examinations from patients treated at Mayo Clinic
between 2007 and 2015. The inclusion criteria were age ≥ 18 years and preoperative
MR scans with T2 and T1 weighted post-contrast images performed at Mayo Clinic
with known MGMT methylation status. The images were anonymized and the image
processing pipelines were managed with MIRMAID. The study found 66 patients had
methylated and 89 patients had unmethylated tumors. For the methylated group,
53 scans were performed on a 1.5T scanner and 13 were performed on a 3T scanner,
while for the unmethylated group, 76 scans were performed on a 1.5T scanner and
13 were performed on a 3T scanner. For the purpose of this study, only T2 images
were used and N4 was used for bias field correction to eliminate the low-frequency
and smooth signal that corrupts MRI images and potentially affect image analysis
steps.

The authors evaluated the ability of three different residual deep neural net-
work (ResNet) architectures to predict methylation status of the O6-methylguanine
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methyltransferase gene using magnetic resonance imaging without the need for a
distinct tumor segmentation step. The study found that the ResNet50 architec-
ture (50 layers) was the best performing model, achieving an accuracy of 94.90%
for the test set. This performance was statistically significantly better than both
ResNet18 (18 layers) and ResNet34 (34 layers) architectures. This study proposes a
method that eliminates the need for extensive preprocessing and demonstrates that
deep neural architectures can be used to predict molecular biomarkers from routine
medical images.

The authors of [21] use multiparametric MRI images of brain gliomas from
the TCIA and genomic information from the TCGA and TCIA. The final dataset
of 247 subjects included 163 methylated cases and 84 unmethylated cases. Tumor
masks for 179 subjects were obtained through previous expert segmentation and
for the remaining 68 subjects, they were generated by trained 3D-IDH network
and reviewed by two neuroradiologists. The preprocessing steps included: 1) Affine
coregistration using Advanced Normalization Tools, 2) skull stripping using Brain
Extraction Tool (BET), 3) removal of radiofrequency inhomogeneity using N4 Bias
Field Correction, and 4) normalization of intensity to zero-mean and unit variance.
The entire preprocessing took about 5 min per dataset.

In this study, transfer learning was applied to predict the MGMT promoter sta-
tus utilizing a previously trained 3D-IDH network. The decoder part of the network
was fine-tuned for voxel-wise dual-class segmentation of the whole tumor, where
one represents methylated and two represent unmethylated MGMT promoter types.
The authors used a dataset of multiparametric MR images of patients with brain
gliomas obtained from the TCIA database, in combination with genomic information
obtained from both the TCGA and TCIA databases. The data preprocessing steps
applied to the images included: 1) affine coregistration to the SRI24 T2 template
using the Advanced Normalization Tools software package, 2) skull stripping using
the BET from the Oxford Centre for Functional MRI of the Brain Software Library
(FSL), 3) removing radiofrequency inhomogeneity using N4 Bias Field Correction,
and 4) normalizing intensity to zero-mean and unit variance. In order to assess
the network’s performance, the authors implemented a 3-fold cross-validation strat-
egy. The dataset of 247 subjects was randomly shuffled and distributed into three
groups, and then the three groups alternated among training, in-training validation,
and held-out testing groups. The network’s performance was reported only on the
hold-out testing group for each fold because it is never seen by the network during
the training.

Finally, a 3D-IDH network was trained and fine-tuned for determination of
MGMT promoter status using transfer learning method. A three-fold cross-validation
approach was implemented on a dataset of 247 subjects with MRI images and known
MGMT promoter status. The network achieved a mean testing accuracy of 94.73%
across the three folds with a range of 93.98–95.12% (SD 0.66%). Additional evalu-
ation metrics such as sensitivity, specificity, positive predictive value, negative pre-
dictive value and AUC were also computed with high performance, ranging from
91.66% to 96.31% (SD 2.06%). The network showed an average Dice score of 0.82
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(SD 0.008) for tumor segmentation. The network misclassified 13 cases among the
total of 247 subjects.

The authors in [7] aim to build a model for predicting the methylation status
of the O6-Methylguanine-DNA-methyltransferase promoter in glioblastoma multi-
form patients, using a novel radiomics-based machine learning (ML) approach. The
following steps were used to build the model:

1. Data source and collection: The pre-processed and segmented multimodal
magnetic resonance imaging features from the Cancer Genome Atlas – GBM24
collections were downloaded from the Cancer Imaging Archive public database.
Only data entries with MRI modalities such as T1-weighted pre-contrast (T1),
T1-weighted post-contrast (T1-Gd), T2, and T2-FLAIR (fluid-attenuated in-
version recovery) were selected, resulting in 53 GBM patients included in the
study. The 704 radiomics features obtained were classified into seven cate-
gories: first-order statistical features, volumetric features, textural features,
histogram-based features, morphological features, spatial features, and glioma
diffusion properties.

2. A two-stage radiomics feature selection and machine learning classification
approach was used to predict the MGMT methylation status in glioblastoma
and low-grade glioma (LGG) patients using medical imaging data. Three
machine learning models (Random Forest (RF), XGBoost, and Support Vector
Machine (SVM)) were incorporated into a genetic algorithm (GA) algorithm
for feature selection.

The GA-RF model was found to have the best performance with a sensitivity of
0.894, specificity of 0.966, and accuracy of 0.925 in the GBM dataset. The GA-RF
feature set outperformed other feature selection methods with an AUC of 0.93 in
identifying MGMT methylation status from radiomics features. In the LGG dataset,
the GA-RF model outperformed other models with an accuracy of 0.750, sensitivity
of 0.78, and specificity of 0.62. The results indicate the potential of applying the
extracted radiomics features for the prediction of MGMT methylation status in both
high- and low-grade gliomas.

2.2. Conclusions

In these studies, various preprocessing techniques are used to enhance the pre-
dictive capabilities of determining methylation status of the MGMT gene in brain
tumors. The preprocessing of magnetic resonance imaging scans is a crucial step in
improving the quality and increasing the information content of the imaging data.
This is done to obtain a more precise assessment of brain tumors. The commonly
employed preprocessing techniques include image registration, normalization, ex-
traction of the entire brain, and segmentation of the tumors. These techniques are
executed using software tools such as the FMRIB Linear Image Registration Tool
and custom algorithms that utilize convolutional neural networks. Another method
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for preprocessing involves the extraction of radiomics features from various MRI se-
quences, which can be performed using either manual segmentation or open-source
platforms like PyRadiomics. These features are then used as inputs for deep and
machine learning models, such as ResNet, to predict the methylation status of the
O6-methylguanine-DNA methyltransferase gene in brain tumors. The results from
these studies indicate a promising level of performance and have potential applica-
tions in the clinical setting.

3. Discussion

3.1. Discoveries and analysis

In this section we present a comparison, which summarizes the key characteris-
tics of studies investigating the prediction of MGMT methylation status from brain
MRI scans.

The studies mentioned above have used deep or machine learning models to pre-
dict various glioma subtypes based on medical imaging data and genetic information.
The research in Table 1 provides information about the dataset, preprocessing tech-
niques, model architecture, and evaluation metrics used in the studies, arranged in
a clear and organized manner. The studies vary in their specific focus, but all aim
to use machine learning and in particular deep learning models to predict different
glioma subtypes with high accuracy.

Based on the comparison provided in the table, the authors in [13] reported
an accuracy of 94.90% which is the highest among the other studies in the table.
Furthermore, they used a dataset of 155 pre-surgery MRI examinations from patients
treated at Mayo Clinic between 2007 and 2015, which is a relatively small dataset
compared to other studies such as [2] and [10] that used datasets from the Cancer
Imaging Archive. The study used only T2 images from the MRI exams, and applied
normalization and bias correction as the only preprocessing steps, which were fully
automated and computationally efficient. Additionally, the study used ResNet50
architecture, which is a 50-layer deep convolutional neural network, and trained it
to classify the images as either methylated or unmethylated tumors. The study
found that the ResNet50 architecture performed the best out of all the ResNet
architectures tested, achieving an accuracy of 94.90% on the test set. One possible
reason for the high performance of the ResNet50 architecture in this study is the
small size of the dataset used. With a small dataset, it is possible that the model
is able to achieve high performance by overfitting to the training data. Moreover,
the study not used any additional data except MRI images, that makes the results
only based on the ability of the model to extract the relevant information from the
images.

The work of the researchers in [7] is noteworthy for its use of a unique combina-
tion of imaging and genomic data which allows for a more comprehensive analysis and
prediction of MGMT methylation status. They used a combination of multimodal
MRI scans (T1, T1-Gd, T2, and T2-FLAIR) and radiomics features (extracted from
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Table 1

Comparative analysis of MRI preprocessing and modeling techniques in radiogenomics

Authors. Chang et al. [2]
Year. 2018
Dataset. MR imaging data and corresponding molecular genetic information retrospectively ob-
tained from the Cancer Imaging Archives and the Cancer Genome Atlas for patients with low- or
high-grade gliomas.
Preprocessing. FLIRT for coregistration of the imaging data across different modalities. The
FLIRT algorithm is based on linear affine transformation and uses a mutual-information cost func-
tion.
Model. 3D Convolutional Neural Network (CNN)
Accuracy. High accuracy in predicting IDH1 mutation (mean 94%), 1p/19q codeletion (mean
92%), and MGMT promoter methylation (mean 83%)
Validation. IDH1 mutation (mean, 94%; range between cross validations, 90– 96%), 1p/19q
codeletion (mean, 92%; range, 88–95%), and MGMT promoter methylation (mean, 83%; range,
76– 88%) on 5-fold cross-validation
Authors. Han & Kamdar [10]
Year. 2018
Dataset. MRI scans were obtained from the TCIA and consisted of 5,235 scans from 262 patients;
also methylation data from the TCGA for 423 unique patients are used, which were preprocessed
to extract methylation sites.
Preprocessing. Scans were preprocessed to remove noise by looking at the distribution of
Hounsfield Units in the pixels and only retain the slices that contain the tumor; all images were
resized to 128× 128 dimensions for consistency.
Model. Convolutional Recurrent Neural Network (CRNN)
Accuracy. Patient-level accuracy of 0.67 on the validation set and 0.62 on the test set
Validation. Examined predictions on the test set
Authors. Korfiatis et al. [13]
Year. 2017
Dataset. 155 presurgery MRI examinations from patients treated at Mayo Clinic between 2007
and 2015; 66 patients had methylated and 89 patients had unmethylated tumors.
Preprocessing. Normalization and bias corrections as the only preprocessing steps, which are
fully automated and computationally efficient.
Model. ResNet50 architecture (50 layers) is the best performing model
Accuracy. 94.90% accuracy on the test set
Validation. k-fold cross validation
Authors. Yogananda et al. [21]
Year. 2021
Dataset. MRI images of brain gliomas from the TCIA and genomic information from the TCGA
and TCIA
Preprocessing. 1)Affine coregistration using Advanced Normalization Tools, 2) Skull stripping
using Brain Extraction Tool, 3) Removal of radiofrequency inhomogeneity using N4 Bias Field
Correction, 4) normalizing intensity to zero-mean and unit variance
Model. 3D-IDH network
Accuracy. Mean testing accuracy of 94.73% across the 3 folds with a range of 93.98–95.12% (SD
0.66%), AUC ranging from 91.66% to 96.31% (SD 2.06%)
Validation. 3-fold cross validation
Authors. Chen et al. [4]
Year. 2022
Dataset. 111 patients diagnosed with WHO grade 2–4 glioma who had undergone surgical resec-
tion and received plain and enhanced scans from the Affiliated Drum Tower Hospital of Nanjing
University Medical School between 2018 and 2020.
Preprocessing. A combination of manual segmentation, and an open-source platform called
PyRadiomics to extract features from each patient; then Z-score normalization is applied. The
image sequences were registered to the same physical space in order to match the same patient
ROIs across each sequence.
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Model. ResNet
Accuracy. The final model, which was a combination of T1CE and ADC modalities, with the
highest accuracy of 0.91 and AUC of 0.90
Validation. 5-fold cross validation
Authors. Do et al. [7]
Year. 2022
Dataset. Text53 GBM patient data from the Cancer Imaging Archive database with MRI modal-
ities such as T1, T1-Gd, T2, and T2-FLAIR. 704 radiomics features were extracted and classified
into 7 categories: statistical, volumetric, textural, histogram-based, morphological, spatial, and
diffusion properties.
Preprocessing. Already pre-processed and segmented multimodal magnetic resonance imaging
(MRI)
Model. 3 ML models (Random Forest (RF), XGBoost, and Support Vector Machine (SVM)) were
incorporated into a GA algorithm for feature selection.
Accuracy. The GA-RF model was found to have the best performance with a sensitivity of 0.894,
specificity of 0.966, and accuracy of 0.925 in the GBM.
Validation. 5-fold cross validation

the scans and classified into seven categories). The authors utilized three machine
learning models (Random Forest, XGBoost, and Support Vector Machine) and in-
corporated them into a genetic algorithm for feature selection. The results showed
that the GA-RF model had the best performance with a sensitivity of 0.894, speci-
ficity of 0.966, and accuracy of 0.925 on the GBM dataset, based on 5-fold cross
validation.

The results of this study demonstrate the potential for using machine learning
techniques in the analysis of brain MRI scans and radiogenomic data. The combina-
tion of imaging and genomic information has the potential to improve the accuracy
of patient outcomes prediction, which can inform treatment decisions and improve
patient outcomes. Future studies in this direction can focus on further refining the
genetic algorithm for feature selection and incorporating additional machine learning
models. Additionally, larger datasets can be used to validate the results and explore
the potential for using these techniques in a clinical setting. The study provides a
significant contribution to the field of radiogenomics and highlights the importance
of combining imaging and genomic data to improve patient outcomes.

3.2. Conclusions

The main findings from the comparison tables are closely related to the topic of
this paper, which is preprocessing brain MRI scans for predicting MGMT methyla-
tion status. The findings suggest that deep and machine learning-based techniques
and multi-modal approaches may be more effective for this task, and that larger and
more diverse datasets may be more useful for training and evaluating such models.
By considering these findings, researchers can make more informed decisions about
the most appropriate preprocessing techniques and datasets to use for their specific
research questions and goals. Additionally, these findings may also be useful for clin-
icians and healthcare professionals who are interested in using imaging and other
data to predict and manage the treatment of brain tumors in their patients.
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4. Incorporating expert knowledge in medical imaging analysis

Incorporating expert knowledge is a crucial aspect for the development of deep
and machine learning algorithms for radiogenomics applications using brain MRI
scans. The ability to explain and understand the decision-making processes of these
algorithms is essential for their clinical implementation and acceptance. Expert
knowledge, specifically domain knowledge, can aid in the optimization of imaging
data and improve the performance of predictive models.

Embedding expert knowledge into the preprocessing and analysis of brain MRI
scans can address the unique challenges present in medical images, such as high
inter-class similarity and limited labeled data. For example, incorporating anatom-
ical information can improve the registration of multi-modal imaging data, while
incorporating radiomic features can enhance the representativeness of the imaging
data. Additionally, incorporating text reports accompanying images can provide
additional clinical information for the decision-making process [4].

Furthermore, incorporating expert knowledge into the training and validation
process can also improve the interpretability of the models. This can be achieved
through the use of methods such as feature importance analysis and decision tree
visualization. These methods allow for the identification of the most important
features used by the model in its decision-making process and can provide insight into
how the model is using the expert knowledge. This can help researchers and clinicians
understand how the model is making its predictions, which can ultimately lead to
more trust in the model’s predictions. Additionally, the use of expert knowledge
can also lead to the development of more robust models that are able to generalize
better to unseen data.

It is also worth mentioning that expert knowledge does not need to be only
from a radiologist, other experts from different fields such as computer vision, med-
ical physics, or medical informatics can also bring valuable insights to optimize the
algorithms. For example, computer vision experts can help in preprocessing the
images, medical physics experts can help in understanding the underlying physics of
the images and medical informatics experts can help in understanding the clinical
context of the images. Collaboration between different experts can lead to a more
comprehensive approach to radiogenomics.

In conclusion, incorporating expert knowledge in medical imaging analysis is
crucial for the development of deep and machine learning algorithms for radio-
genomics applications using brain MRI scans. Integrating domain expertise into
the preprocessing, analysis, and validation of the data can lead to more accurate
and interpretable models that are better suited for clinical implementation. Collab-
oration between experts from different fields can also bring valuable insights that
can optimize the algorithms further.
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5. Conclusions

In conclusion, the use of preprocessing techniques for brain MRI scans has
been shown to be a useful tool for radiogenomics applications, particularly in the
prediction of MGMT methylation status. A comparative analysis of the studies
listed in the table, such as [2, 3, 7, 10, 13, 21], reveal that each study used different
preprocessing techniques, models and achieved different levels of accuracy. The
results discussed in [7] is particularly noteworthy for its use of a unique combination
of imaging and genomic data, which allows for a more comprehensive analysis and
prediction of MGMT methylation status, and the high accuracy achieved by the
GA-RF model with a sensitivity of 0.894, specificity of 0.966, and accuracy of 0.925
based on 5-fold cross validation of the GBM dataset. This study demonstrates
the potential for combining multiple data sources to improve predictions in medical
imaging.

It has been demonstrated that the integration of various types of data can pro-
vide a more comprehensive understanding of the underlying biology of brain tumors
and potentially enhance the diagnostic and therapeutic decision-making process.
Therefore, it is important for future research to focus on investigating the potential
of incorporating multiple data modalities in radiogenomics applications, in addi-
tion to the development of advanced preprocessing techniques that can optimize the
quality and information content of imaging data for improved prediction accuracy.
Furthermore, with the advancement of deep learning techniques, there is a growing
potential to integrate these models into preprocessing techniques, which can lead
to more accurate and efficient predictions, and also enable to explain the decision-
making process. It is important to consider the use of deep and machine learning
models in future research in order to fully exploit the potential of radiogenomics
applications in the diagnosis and treatment of brain tumors.
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With the fast development of computer science and technology, computer games have
become one of the integral parts of modern way of living. Research studies have con-
veyed that educational games are motivating, engaging and provide a reliable learning
context. Due to the expansion of the educational transform, game theme-based learning
methodology has become one of the current research focuses. There is a need to change
the traditional passive method of teaching to an active method of teaching such as game
and simulation-based learning. So, we need to provide a better learning environment
by increasing the student’s motivation towards learning. The game theme-based in-
structional (GTI) modules prepare the learners to think critically, and the students can
adopt new challenges of the relevant knowledge. This paper presents a novel and ex-
citing methodology of teaching algorithms by motivating the students towards learning.
We designed and developed The Ball Targeting Game consisting of two GTI modules
to teach loops and choice statements. The gaming modules demonstrated in this paper
were developed using Vizard, which is a virtual reality toolkit used for developing virtual
worlds and immersive applications for visualization and simulation using Python as its
scripting language.
Keywords: Game Theme Based Instructional Module, computer science, algorithms
CCS Concepts:
• Software and its engineering∼Software creation and management∼Software develop-
ment techniques

1. Introduction

Teaching computer science and coding to students can often be a difficult task
and many of the concepts and skills involved can seem complex. This is usually
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the case for algorithms, which are an essential part of computer science, but many
students can find them confusing if they are not taught effectively. The traditional
way of teaching is text-based programming, which is not so inspiring to most of the
students. Teaching algorithms using Game theme-based instructional (GTI) module
can provide a better understanding of the concept than with a traditional instruction
approach and engage students to learn by hands-on experience. Due to the change
in the education system, five of the most frequently studied nontraditional methods
are:

• Flipped classroom

• Problem-based learning

• Gamification

• Case studies and

• Social media-centered learning.

The authors of [9,10,12] defined the flipped classroom as a “pedagogical model
in which the typical lecture and homework elements of a course are inverted”. The
definition of problem-based learning according to [7,20] is “an instructional method in
which students learn through facilitated problem-solving.” Gamification is described
as “the use of game design elements in non-game contexts” [3, 14]. The case study
method refers to “an approach that allows researchers to develop and present an
in-depth view of a particular situation, event or entity” [19]. The researchers of [5,8]
defined social media-centered as “a group of Internet-based applications that build
on the ideological and technological foundations of Web 2.0, and that allow the
creation and exchange of user-generated content.

Game theme-based learning helps to improve the problem-solving skills of stu-
dents and produce better learning outcomes [21,23]. GTI modules help the students
to have a better understanding of concepts by engaging them more towards learning
according to [16, 18, 23]. Studies have shown that the simulation element of games
has educational potential regarding both subjective and social perspectives [22,24].

This paper discusses the design and implementation of the two Game theme-
based instructional (GTI) modules named Shipment and Factory for teaching loops
and choice statements to computer science students in an introductory programming
course. The Ball Targeting Game was developed to teach loops and choice state-
ments. The GTI modules are developed using virtual reality software and provide
better understanding of the concept of loops and choice statements. The gaming
modules demonstrated in this paper were developed using Vizard, which is a virtual
reality toolkit used for developing virtual worlds and immersive applications for vi-
sualization and simulation using Python as its scripting language. Vizard supports
high-quality 3D sound and multi-user networking and can import other gaming en-
vironments by adding them in the script. The main objective of the GTI module
is to provide better understanding of the concept of loops and choice statements by
using a constructivist approach of learning by doing.
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The paper is structured as follows. The next section briefly describes the work
done previously. Section 3 discusses the modeling of GTI modules, while in Section 4
the implementation of GTI modules is presented. Finally, we conclude and provide
insights for future work in Section 5.

2. Related works

The design, implementation, and evaluation of a game theme-based instruc-
tional (GTI) module to teach linked list and binary tree is presented by [17]. GTI
modules are designed to invigorate the instructors to teach and motivate the learners
to learn the concepts of the linked list and binary trees using a gaming metaphor.
The purpose of their paper is to explore the issues concerning the usability and
likability of game theme-based instructional module to teach linked list and binary
trees. The results of the evaluation of GTI modules show the effectiveness of GTI
modules and demonstrates that the GTI module is more usable and likable. Game
theme based instructional modules for computer science students that motivate and
engage students while contributing to their learning outcomes are developed by [18].
They design game theme based instructional modules to encourage faculty to teach
and motivate students to learn the concepts of object-oriented programming using
interactive, graphical, game-like examples. Study of [1] focuses on designing and
implementing a virtual reality (VR) game-based application (iThinkSmart) to sup-
port computational thinking (CT) knowledge. The study followed the design science
research methodology to design, implement, and evaluate the first prototype of the
VR application. An initial evaluation of the prototype was conducted with 47 com-
puter science students from a Nigerian university who voluntarily participated in
an experimental process. Authors of the paper [21] designed and implemented two
modules teaching arrays and loops aiming to provide an alternative way of teaching
the two data structures to students in introductory Computer Science courses. To
accomplish this, they developed the two Virtual reality instructional (VRI) modules
within the Vizard development platform using Python and included seven different
types of loops for the Duck Game and two functions for the Array game. The pur-
pose of the study presented in [2] is to investigate the use of an educational game
to enhance student learning effectiveness. The results show that the combination of
gamification and traditional learning methods can enhance students’ learning mo-
tivation and learning effects. According to their conclusion, with the development
of educational technology, educational games are becoming more and more popular,
and further research is therefore recommended. The paper [4] surveys gamification
tools used to teach computer programming. According to them, many researchers
use game mechanics in a story to teach, encourage, and engage students in learn-
ing programming concepts. Also, this technique is a useful support for instructors
because it helps them to realize more engagement, motivation, collaboration, fun,
and effectiveness. Six serious games with various genres for teaching information
security courses and evaluate their effectiveness as an efficient teaching tool are pre-
sented by [13]. The study also determines which game genre is the most suitable
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for delivering educational contents. The obtained results proved and confirmed the
hypothesis that educational games have a positive impact as a pedagogic tool on
the educational process. In their work, [6] present a collaborative game that was
developed to assist students in learning algorithms and they explore its learning
capabilities. The game aims to assist students in learning constraint satisfaction
algorithms and it is based on the map coloring game. They conducted an evaluation
study in real classroom conditions and revealed quite promising results which indi-
cate that the game is an effective way to enhance students’ motivation, engagement
and interest and it also helps students to deeper understand the functionality of
constraint satisfaction algorithms.

3. Modeling the Game Theme-based Instructional (GTI)

This section discusses the modeling of the two GTI modules: Shipment and
Factory. It gives a brief overview of the Vizard platform used to develop the games
as well as the concepts covered in the Ball Targeting Game.

3.1. Design considerations

The modules were built with the constructivist theory in mind, which states
that the students build knowledge by experiencing it for themselves in the real world.
Constructivism refers to the belief that the learners construct knowledge for them-
selves via interaction. Constructivists focus more on an understanding of knowledge
through experience and less on verifying the concept [15]. The modules were also
built using functional and nonfunctional requirements. The functional requirements
were taken from the student’s perspective while the nonfunctional requirements were
taken from the instructor’s perspective. The functional requirements include the fol-
lowing:

• User interface must be intuitive,

• The student should be able to understand the instructions,

• Displayed pseudocode and flowchart algorithm should be comprehensible.

The nonfunctional requirements include the following:

• Each module should motivate the student to learn,

• Each module should teach the student about the loops and choice statements,

• Reaction to user input should be immediately rendered,

• Graphics should be appealing to the students,

• The modules should be portable, i.e. the student should be able to play each
module on any platform,

• An award system should be featured.
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3.2. Vizard framework

Vizard as a virtual reality toolkit is a Python-based integrated development
environment (IDE) used to develop virtual reality applications. Three-dimensional
models can be built in 3D MAX and then imported into the Vizard environment
using its built-in exporter. Models and images imported into Vizard can be posi-
tioned into the environment and scaled to fit. Through its libraries, Vizard provides
built-in functions that govern interactions between objects and their environments.
One can also add shapes, text, buttons, and sliders through those functions. Vizard
consists of a Python script editor and a debugger. After a script has been created,
it can be run with or without debugging. It can also be published as an executable
(.exe) file for use by the general public.

3.3. Loop and choice statement GTI module concept

The Ball Targeting Game covers different types of loops and choice statements.
They are listed as follows:

1. If/Else. In this type of choice statement, an action is carried out if a condition
is met. If the condition is not satisfied, a different action is carried out.

2. Nested If/Else. This type of choice statement is executed the same way as
an If/Else choice statement; the only difference is that this choice statement
is an If/Else choice statement located within another type of choice statement
or loop.

3. Switch statements. In this type of statement, if a variable being evalu-
ated meets a certain condition, then an action is executed for that condition.
Otherwise, a default action is executed.

4. While loop. The actions specified in the body of this loop are repeated as
long as a certain condition (loop guard) is satisfied. The loop breaks when the
condition is no longer met.

4. Game theme-based instructional (GTI) module implementation

This section details the implementation of the two modules and the user inter-
action featured within them.

4.1. Game engines

The Ball Targeting Game was implemented using the Python programming lan-
guage within the Vizard Virtual Reality Toolkit, a Python-based integrated devel-
opment environment used to develop virtual reality applications. On the developer’s
side, the Vizard IDE provided the libraries needed for the source code of the two
modules, represented as ballTargetingGame.py. After development, an executable
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file ballTargetingGame.exe was created from the Python file. Once the executable
file has been created, it could be used on a standalone computer, without having
Vizard installed on it beforehand.

4.2. The Ball Targeting Game

In this section, the entire process of creating a foundational application will be
explained in which through a game student will understand virtual reality coding
as the basis of a game. The main idea is to create two modules of the game called
Shipment and Factory. In both modules, multiple targets are set and essentially
multiple functions are repeated. The essence is to have some kind of weapon with
which we will need to hit all of the given targets that make some kind of movements
without touching them. We need to find the targets which are mapped and placed
in certain positions on the scene itself. In order to make it easier to understand
and display the functions, the application is divided into several classes. Ready-
made models are also used, which are imported into Vizard and thus used during
implementation to realize our goal. Following libraries are needed to provide access
to the basic Vizard functions:

• import viz – library which is necessary because it provides access to the Vizard
library,

• import vizcam – library with which we call the camera that will follow the
model,

• import vizact – library that included commonly used applications,

• import vizshape – library with which we will be able to position the models,

• import math – library with which we will be able to provide different values
of different constants.

In order to achieve the goal of enhancing students’ learning about algorithms
and in particular loops and choice statements, a flowchart diagram corresponding to
the interaction flow in the game has been created and given in Figure 1. Students
need to study the flowchart to obtain an initial understanding on how they can
play the game and win. By comprehending the flow of the game based on the
algorithm, students can learn how the different types of choice statements and loops
behave and how they can be integrated in a computer program. After students have
understood the flow and the general idea of the concepts, the game code can be
made available to them as a next step. This would provide them the possibility to
apply the gained knowledge by modifying the existent loops and choice statements
or by interchanging concepts by related ones (e.g., one type of loop with another
type of loop) and observing if the flow of the game has changed. We strongly believe
that this approach will be especially helpful for computer science students without
previous knowledge or programming experience, as in this case they would be given
an initial program, which they can modify and further enhance instead of having to
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Figure 1. Flowchart representing the different loops and choices offered in the Ball Targeting Game

develop everything by themselves from the very beginning. The students’ motivation
and the effectiveness of the approach are planned to be evaluated in the future using
a questionnaire.
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Figure 2. User screen after the Shipment module is loaded

Figure 3. User screen after the Factory module is loaded

The interaction of the user with the game is as follows. At the beginning, a
prompt asking the user to choose a module is shown. After the selection of a module,
the respective module is loaded and an instruction about how the user can navigate
is displayed, as shown in Figure 2 and Figure 3.

In each module there are six balls in total which need to be found and hit by the
player. The player can move inside the map as described in the navigation shown in
the corner of the screen and can try to hit a ball with a bullet by pressing the Space
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Figure 4. Reloading bullets when no more are available

Figure 5. One of the screens shown when the user loses the game

button. The player has initially 9 bullets on disposal, but in case all of them has
been used, the Button R can be pressed in order to reload new bullets, as shown in
Figure 4.

The choice statements and loops are explained as follows:

• While. This loop contains the guard which determines when the game stops.
As long as the user has not touched a ball, the game is running and the user
can search for the balls, try to hit them and reload the gun if necessary. If a
user touches a ball, the game stops and the user has lost the game.

• Switch. If the user loses the game, this option determines “how good” the
user was in the game. Here, the number of balls hit before losing the game
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is considered and a message such as “Practice more!”, “Not bad!” or “Almost
there!” is displayed (Figure 5).

• If/Else. Using this statement it is checked if the user has successfully found
and hit all six balls. If the condition is fulfilled, the user wins and a respective
message is shown. Otherwise, the game continues.

• Nested If/Else. While playing the game, the user occasionally has the option
to reload new bullets if the condition that all nine available bullets have been
used is met.

5. Conclusion

We designed and implemented two modules teaching loops and choice state-
ments aiming to provide an alternative way of teaching algorithms in introductory
Computer Science courses. To accomplish this, we developed the two VRI modules
within the Vizard development platform using Python. In both modules, multiple
targets are set and essentially multiple functions are repeated. The modules were
built with the constructivist theory in mind, which states that the students build
knowledge by experiencing it for themselves in the real world. The modules were also
built considering functional and nonfunctional requirements. Students can study the
provided flowchart algorithm prior to playing the game in order to understand the
behaviour of different loops and choice statements and learn how they can be inte-
grated in a computer program. As a further work, GTI modules evaluation using
questionnaire to find the motivation of students and the effectiveness of the approach
is planned. Modern technologies like automatized attendance tracking systems for
tracking students’ attendance and obtaining their feedback can be used [11]. We
hope that the results of the evaluation of GTI modules will show that instructional
modules can efficiently promote learning by encouraging the students’ participation.
Furthermore, we plan to develop more GTI modules to teach other concepts includ-
ing, but not limited to concepts like linked lists, binary trees and arrays to introduce
students to an alternate method of learning.
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In this paper, we present an evolution overview of the autonomous streaming-based
services for mobile autonomous assistants in the human environment. In Section 1 we
present the hypothesis that the technologies are in transition from fixed or portable
and wearable devices to those in which the main function is based on independent and
possibly self-initiated and remote-controlled movement of the devices. This transition
is outlined and categorized in Section 2. Retrospectively, with the progress of the pene-
tration and technologies of the fixed devices, they have evolved from those that function
separately and in isolation to those that offer group services in networks of multiple
devices known today as Internet of Things (IoT). Another point of our considerations
is that consequently and analogously, mobile autonomous devices are also subject of
evolution towards service models of multiple cooperating mobile devices. We propose a
multidimensional and layered taxonomy for the basic case of isolated mobile autonomous
systems for 1d-, 2d-, and 3d-movement models. Our classification covers both the func-
tional and technological aspects of these systems as well as the possibility for grouping
services. In Section 3 we consider the parameters of two exemplary platforms as use
cases for the two movement modes. Although they represent different principles of
movement (i.e. legged and wheeled movement) these examples clearly show a common
pattern of service parameters. The movement pattern presented here includes space
and time range, speed, range of sensory monitoring, as well as parameters characteriz-
ing obstacle surmountability. Finally, in the Conclusion we address the applicability of
our parametrization for the purposes of standardization and interoperability the main
conditions for the service implementation based on a scalable group of moving devices.
Keywords: Internet of Things (IoT), Autonomous and Intelligent Systems (AIS), mo-
bile autonomous assistants, sensor networks, assistive technologies, wireless integrated
network sensors
CCS Concepts:
• Computer systems organization∼Embedded and cyber-physical systems∼Robotics∼
Robotic autonomy
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1. The transition from fixed to mobile autonomous assistance

The monitoring of various context-specific parameters of the environment using
appropriate sensors has passed through two stages and is about to enter a new third
stage (or generation). In the first two stages, the devices are static unless their
primary function involves passive relocation – typically when embedded in a vehicle
or serving a wearer.

First stage is the generation of the Deeply Embedded Systems. These are
the smart devices or all specialized devices that perform their limited functions
autonomously or semi-autonomously. They do not use network connectivity, or if
used, it is to provide a remote user or control interface. Example: an air conditioner
that performs its functions according to a daily or weekly program, but with the
possibility of distant control e.g. via WiFi protocol.

Second stage – Distributed Embedded Systems widely known as Internet of
Things [4]. In it, smart devices, in addition to some local functionality, provide
functionality for accumulating and processing sensor data from nodes that are con-
nected to the Internet (or another network that may not be global, but private or
limited in some appropriate range).

A major disadvantage of the autonomous assistants of the first and second
stages is that the sources of observational sensor data are static or fixed. This has
significant negative consequences, the most obvious of which are in two directions:

1. the need for expensive and, in most cases, incompatible and irreplaceable em-
bedding of fixed devices with appropriate saturation in an already built infras-
tructure;

2. limited functionality – for example, limited possibilities for remote control due
to the complex embedding of static systems with actuators for influencing the
environment.

By the emerging new generation of autonomous assistants with surface or even
airborne and submersible mobility, an important opportunity is created to moni-
tor the environment and infrastructure without having to modify the already built
infrastructure. Furthermore, there is no need to saturate the environment with nu-
merous static devices. Instead, the autonomously moving devices can perform their
services by moving from point to point and thus covering a wider area. A very ob-
vious example of this transition is the possible replacement of the old-fashioned but
widely spread C.C.T.V. (Closed Circuit TV cameras) with a single or several elec-
tronic “dogs”. In this use case, the static cameras for an area surveillance are needed
to be of enough number to cover the whole area with all the vulnerable spots. An-
other requirement in C.C.T.V. is that each camera has to be constantly monitored
by another camera in the group. Replacement of the static cameras with the mov-
ing surveillance assistants may upgrade this functionality by dynamic context-driven
repositioning of the registering cameras on and even off the ground.

Depending on the service context the mobile autonomous assistants may have
to perform certain humanoid functions by robotic arm gestures in order to control
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rudimentary existing environment components such as electrical power or control
switches or push-button devices. In other words, mobile autonomous assistants are
platforms with good potential for adding appropriate actuator components such
as a robotic hand for one- and two-finger gestures, which enables the control of
various mechanical devices already existing in the environment, such as electrical
and electronic switches, buttons, sliders, etc.

Our main objective is to study and analyze the approaches of mobile au-
tonomous monitoring assistants in different application scenarios. The services sup-
ported by such groups of multiple moving sensors data monitors can be integrated
with traditional and existing fixed monitoring infrastructure.

2. A taxonomy of mobile autonomous assistants

In our taxonomy, the main division of autonomous systems is whether they are
fixed including portable or mobile by self-initiative. In mobile autonomous systems,
it plays a major factor in the implementation of the assistant to be able to react
to surrounding events including potential obstacles but also other context defined
events. When the environment is un-urbanised, the moving assistant is expected
to be able to navigate through any terrain in its context, while in an urbanized
environment, which is more structured, it is expected to be able to handle sidewalks,
stairs, doorways, etc. according to whether it is operated in open or closed space.
Application in urban environments can be divided into two types – application in
public spaces such as airports (indoor), offices, hospitals, museums, schools, etc. or
used for private needs at homes. It is obvious that the moving assistants cannot
provide logical and mechanical support for any type of terrain and obstacles. E.g. a
home assistant can be easily implemented by upgrading a robotic vacuum cleaner if
only its operation scenario is for single-floor premises or in buildings with available
elevators. Climbing stairs option is more expensive at least in mechanical aspect.
Same type of distinction between the types of moving devices can be made for
outdoor scenarios.

On the other hand, despite of the vast variety of use cases and surface scenarios
we have very limited movement models. Most obvious mechanical models of move-
ment are based on some of the few options. Our taxonomy identifies four categories
of several options each listed as follows. A visual representation of our taxonomy is
shown in Figure 1.

A. Movement models:

1. “Legs” based walking

2. Wheels based: for plain surface

3. Stair climbing wheels triad: for stairs and stair walks of limited height

4. Track chains (typically of steel or plastic) or track belts: for any unstruc-
tured outdoor terrain with parameters reflecting limits of unevenness (fixed
obstacles’ size and slope angle) and ground material instability (load capacity)
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Figure 1. A mobile autonomous assistants

5. Propelling: for any type of 3d movement in fluids (water or air environments)
with parameters reflecting limits of the currents and winds

B. Trajectory models:

1. 1d – borders or perimeters
2. 2d – surface
3. 3d – airborne or submerging environmental volumes

C. Functional features:

1. Environment or infrastructure surveillance
2. Access/number of user roles
3. Movement dimensions
4. Functions specifics

4.1. Monitoring and surveillance
4.2. Transportation
4.3. Various other functions (e.g. vac, lawnmower)

5. Social impact and penetration (including useful and harmful)
6. Grouping potential – measured by the scalability (1 for single operating de-

vices)
7. Technology maturity in sense of functionality support, QoS, user experience,

user perception and social penetration
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D. Technical features:

1. Moving technology – walking, wheeled, propelling, jet, etc. – from A.

2. Autonomy

2.1. Functional period cycle – time complexity of tasks to perform without
user interface

2.2. Power supply period cycle

3. Range – dimensional range and time to leave (power)

4. Real time cycle – human capacity of perception is 10 Hz. The mobile assistants
of course may perform at much higher rates.

5. Environment impact – mechanical impact/digital streaming

6. Grouping options

7. Technology maturity in sense of availability including Price

3. Implementations of mobile autonomous assistants

Here we present just two of the possible use cases of moving autonomous assis-
tants in order to consider their major taxonomy feature A. – the movement model
on solid surfaces. By these two cases, we justify the usage of a wheel-based drive (of
the cases A1, A2, and A3) to that of the walking “legs”-based robots.

3.1. ANYmal

Robots using legs have an advantage in flexibility and mobility over those using
chains and wheels. Despite these advantages, human-like robots are still very far
from achieving natural movements. These robots are slow, and require a lot of
energy and computing power. Much greater efficiency can be achieved by using
multiple legs. The biggest example is Boston Dynamics’ Big Dog and Spot. Similar
examples in terms of mobility, dynamics and maneuverability can also be seen in the
development of the IIT’s four-legged hydraulic drive HyQ and the next HyQ2max,
MIT’s electric cheetah and the ETH’s StarlETH serial elastic robot [1].

Developed by Swedish company ANYbotics, ANYmal is a four-legged robot
designed for use in an industrial environment to perform inspection and maintenance
tasks. It can operate in challenging environments such as stairs, uneven surfaces
and confined spaces. The robot is equipped with a set of sensors for navigation and
perception [5]. Unlike the examples in the previous paragraph, which were mostly
considered in a laboratory environment, ANYmal is one of the first robots used in
a real environment [1]. Figure 2 shows the main features of ANYmal.

ANYmal is fully protected against dust and water (IP67), which allows it to
operate in humid and dusty environments, saving people from unnecessary exposure
to dangerous situations, for example, areas with a high probability of an explosion.
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Figure 2. ANYmal characteristics [1]

For this case, ANYbotics also develops Ex-proof ANYmal for potentially explosive
environments. Additional protection from water allows it to be easily washed.

It autonomously navigates in a complex environment by having prior infor-
mation about the environment and finding the most direct way to complete the
task. There are built-in depth sensors for precise obstacle avoidance for smoother
navigation. Accuracy up to 1cm in both closed and open spaces [1].

Once taught where to go and what to do, he repeats regular inspections on his
own. If manual intervention is required, ANYmal allows manual control and viewing
from the robot’s front and rear cameras. The camera is capable of up to 20× optical
zoom to capture clear images and video at long distances in 2K resolution. The
user interface allows showing the location of the robot, mission progress and more.
At any time, the mission can be interrupted, live camera data can be transmitted,
movements can be controlled and additional measurements can be taken for greater
precision [1].

After completing a mission, it returns to the charging station. The battery
capacity is 90 min. It takes 100 min to quickly charge up to 70%, and 3 hours to
fully charge. To extend the range of operation, several charging stations can be
installed in different locations. When it runs out of power, it will autonomously go
to the nearest docking station to recharge, then the mission will continue [1].

Local data processing (Edge Computing) reduces response time and saves net-
work load. It also eliminates the need for continuous network connectivity. ANYmal
has a built-in option to connect to Wi-Fi if available or build his own local network.
Through an additional module, it enables 4G/LTE telecommunication. The robot
collects and stores the verification data and when the network is available, it will
encrypt and feed the information to the ANYmal API and other systems [1]:

• Results can be integrated into Enterprise Asset Management (EAM) or Main-
tenance Management System (CMMS) management and maintenance systems.
Inspection data and analysis reports are transmitted.

• Provide complete reports in PDF or XML format for quick decision making.

• Time and geographic inspection observations.
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• Track patterns and historical issues.

• Access to necessary inspection data for further analysis.

The ANYmal data workflow diagram is shown in Figure 3.

Figure 3. ANYmal workflow [1]

During an inspection, ANYmal provides visual, thermal and acoustic informa-
tion about the condition of the equipment and the environment. The Pan-tilt module
is used to scan the surrounding environment and precisely position the built-in sur-
vey sensors to the target point, which helps when it is far away or in a hard-to-reach
place. Algorithms based on artificial intelligence analyze the data from the sensors,
interpret the values, classify the result and detect anomalies. Unforeseen technical
events can lead to dangerous situations – through sensitive sensors it can detect dan-
gerous conditions in the environment and trigger a warning when necessary. Early
signs of operational problems are caught by examining the general condition of the
equipment. During inspections, ANYmal checks critical points for anomalies and
immediately reports serious problems. Industrial environments require continuous
monitoring for structural changes. ANYmal scans and documents the data from the
3D environment as a digital twin. All inspection data is linked to accurate temporal
and 3D spatial information [1].

Some of Animal’s components are: thermal camera provides precise measure-
ments in the range from −20 to 500 ∘C without the need for physical contact; LED
spotlight aids visual inspections in low- or no-light environments; microphone for
recording acoustic measurements in the sonic and ultrasonic frequency range [1].

A wide range of analog instruments and indicators can be digitized. Once
trained on a given tool type, the value or state is reliably identified. In case the
object is moved to a different angle, the robot can be programmed to take a new
position to accurately capture the data [1].

ANYmal allows it to be programmed with additional modules to extend its ca-
pabilities through ROS (Robot Operating System) APIs and an open-source ecosys-
tem. A simulation environment that provides a realistic simulation of the physical
environment and access to all sensors and APIs facilitates development and test-
ing. For example, a CAD model of the real environment can be loaded and realistic
simulations of inspection missions, operating in hard-to-reach places and software
integration can be performed before the robot is released into a real environment.
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Another option is to walk the robot through the facilities and photograph the in-
spection points, thereby planning a mission on site. The robot will remember the
tasks and independently repeat the inspections [1].

Pharos is a proprietary 3D SLAM software that provides [1]:

• Mapping accuracy of 1–3 cm by fusion of Lidar and depth camera data.

• Full coverage of large facilities with the ability to build maps with up to 4 km
range at once.

• Continuous operation without the need for navigation markers, QR codes and
GPS connectivity.

Trekker is an artificial intelligence-based deep learning algorithm for navigating
complex environments. It allows the robot to access hard-to-reach places without
the need to change the environment. Allows ANYmal to climb stairs, scale steps,
and crawl over obstacles. Provides performance and reliability. Optimizes the path
of routine monitoring tasks [1].

ANYmal constantly checks for people and objects in its surroundings to avoid
collisions. It can also move moving obstacles, wait for a path to clear, or find an
alternate path to its final destination. There is an option to work together with a
fleet of ANYmals to more easily expand coverage and scan frequency [1].

In summary, ANYmalis used for inspection and maintenance in challenging en-
vironments. Its main features are quadrupedal design, range of sensors and cameras,
and ability to traverse stairs and uneven terrain. As advantages can be marked as
high mobility, the ability to operate in challenging environments and a range of
sensing capabilities. Some of the ANYmalis limitations are that it has limited load
capacity and it is specially designed for inspection and maintenance.

3.2. Jackal

Jackal is a four-wheeled robot developed by Clearpath Robotics for use in re-
search and industrial environments. It can operate both indoors and outdoors. It
has a modular design and it is equipped with sensors for precision and control [2].

The Jackal robot is equipped with an integrated onboard computer, GPS, and
IMU that work together with ROS to provide a wide range of autonomy options.
It can connect via Bluetooth and Wi-Fi and has options for adding various types
of sensors with power supply options of 5 V, 12 V, and 24 V. The robot has a
sturdy aluminium chassis with a high-torque 4 × 4 drive that makes it suitable for
all-terrain operation. It is weatherproof with an IP62 rating and can operate within
a temperature range of −20 ∘C to 45 ∘C. Figure 4 shows Jackal human-machine
interface [2].

Clearpath Robotics partnered with NVIDIA to develop the Jackal robot, which
is built around the Jetson AGX Xavier computing device. The Jetson platform is
ideal for robot development with its powerful and compact GPU, making it suitable
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Figure 4. Jackal HMI [2]

for VSLAM, 3D imaging, and machine learning applications. The robot is config-
ured for basic autonomous operations in both indoor and outdoor environments,
from GPS waypoint navigation with laser scanning for collision avoidance to in-
door mapping and route planning. It comes with a pre-installed Linux and ROS
system [2].

The visual survey setup of the Jackal robot includes two front-facing FLIR
Blackfly cameras for stereo vision and is fully compatible with ROS, RViz, and
Gazebo. It also has a pre-installed CUDA toolkit, making it suitable for machine
vision, human-machine interaction, and Visual SLAM applications [2]. Gazebo sim-
ulation packages enable testing of the robot’s capabilities in a virtual environment,
enabling early detection of problems and gaps. Gazebo provided an almost identical
configuration to the actual Jackal, and various packages, services, nodes, and themes
were available in the simulation [5].

The navigation package of the Jackal robot combines a SMART-7 RTK GPS
with a wide-range station, achieving an accuracy of less than 2 cm and remote
communication up to 1 km. This package is used for outdoor navigation, multi-
robot systems, and remote environmental sensing [2].

Many additional extensions such as lidars, cameras, GPS systems and many
more can be added. For example [2]:

• SICK TIM551 LiDAR

• 3DM-GX3-25 IMU

• TIM551 laser range finder

• SwiftNav Duro GPS

• IP65 FLIR Camera Enclosure

• SMART-6 RTK

• HDL-32e 3D laser scanner

In summary, Clearpath Jackal is used for research and industrial applications.
Its main features are a four-wheeled design, the ability to operate in outdoor and
indoor environments, a modular design, and a range of sensors and cameras. As
advantages can be marked as high mobility, the ability to operate in challenging
environments, a range of sensing capabilities and modular design. Some of Jackal
his limitations are that it has limited load capacity and it is specially designed for
research and industrial tasks.
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3.3. Comparison

Table 1 compares some of the technical characteristics of ANYmal and its com-
ponents with those of Jackal. Comparison is divided into different categories –
ANYmal and Jackal, Payload, Perception Sensors, Communication, Environment,
Battery and Battery Charger.

Table 1. Comparison of technical characteristics [1, 2]

ANYmal Jackal
Dimensions
L×W ×H

930 × 530 mm (default walking) ×
890 mm (default walking) / 470 mm (ly-
ing on the ground)

508× 430× 250 mm

Weight 50 kg / 55.7 kg with Inspection Payload 17 kg
Speed 1.3 m/s maximum, rough or slippery

terrain may reduce the walking speed,
0.75 m/s recommended for safe and ef-
ficient operation

2.0 m/s

Number of limbs/ wheels 4 4× 190 mm diameter
Degrees of freedom 12
Payload
Weight 5.7 kg all terrain: 10 kg

maximum: 20 kg
Perception Sensors
LIDAR 16 channels, 300 000 points/s, full sweep

at 10 Hz
0.4–100 m range, 3 cm accuracy (typical)
360× 15.0 to −15.0∘ FOV (Horizontal ×
Vertical)
905 nm, Class 1 Eye-safe per IEC 60825-
1:2007 & 2014

SICK TIM551 LiDAR

Depth camera 0.3–3 m range, 87.3× 58.1× 95.3∘ depth
FOV (Horizontal / Vertical / Diagonal),
Class 1 Laser Product under the EN/IEC
60825-1, Edition 3 [2014]

IP65 FLIR Camera Enclo-
sure

Tele-operation cameras 1440× 1080 px
110× 76.5× 117.7∘ FOV
(Horizontal / Vertical / Diagonal)

Internal Sensing Battery Status, Wheel
Odometry, Motor Currents,
Onboard IMU, Onboard
GPS

Communication
Communication Wi-Fi: Built-in module 2.4/5 GHz,

802.11 ac wave2
Access point or client mode
4G LTE: Add-on module, LTE Cat.12

Ethernet, USB 3.0,
RS232, IEEE 1394 avail.

Environment
Temperature Specified: 0–40 ∘C

Typical: −10–50 ∘C
−19 to 45 ∘C

Water & dust ingress pro-
tection

Fully protected against water and dust
(IP67) and able to operate in humid and
dusty conditions.

Designed for IP62
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Battery
Battery & capacity Swappable Li-ion battery, UN 38.3 certi-

fied 932.4 Wh
Lithium, 270 Wh

Running time & range 90–120 minutes on a full charge 4 km
range on a full charge, up to 2 km for a
typical inspection mission depending on
payload weight and number of inspection
points.

2 hrs maximum
8 hrs typical

Recharge time 3 h for a full charge, 100 min for a 70%
quick charge

4 hours

Weight 5.5 kg
Battery charger
Power supply 110–240 V/50–60 Hz 110–220 VAC

As can be seen from the overview above and Table 1, one of the main differences
is that the battery capacity of the first use case (ANYmal) is about 3.5 times that of
the second use case (Jackal) and yet the time the ANYmal’s operation time is 90–
120 minutes, while the Jackal’s is 8 hours in typical use. There is also a difference
in speed between the two examples – Jackal’s speed is 2.0 m/s, while ANYmal’s
is 1.2 m/s, but the recommended 0.75 m/s for safe and efficient operation is most
likely influenced by a more complex motion model of ANYmal and its 12 degrees of
freedom. Another factor in the result above is the big difference in weight, where the
ANYmal weighs 50 kg without Inspection Payload, and the Jackal weighs 17 kg. The
time to fully charge the first use case and the second is approximately the same –
3 hours and 4 hours, respectively.

Due to their roughly the same application areas (indoor and outdoor inspec-
tion), the two examples have fairly similar location and environmental analysis com-
ponents – GPS, remote controller (via Wi-Fi or Bluetooth), depth sensors and cam-
eras. Both use cases allow to be programmed with additional modules to extend
their capabilities through ROS APIs and an open-source ecosystem and both have
simulation environments for easier and better development.

4. Conclusion

This paper presents a taxonomy of the autonomous streaming-based services
based on self-initiative moving devices. We are focusing on the transition from
fixed or portable and wearable devices to those with independent and self-initiated
movement. The taxonomy provides a multidimensional and layered classification
(movement, environment and functionality) for isolated mobile autonomous systems
with 1d-, 2d-, and 3d-movement models, covering both functional and technological
aspects. The paper also considers two exemplary ground moving platforms as use
cases for the movement models based on walking and wheels – ANYmal and Jackal.
Our concept which is reflected in the taxonomy is that the usage of a wheel-based
drive (of the cases A1, A2, and A3) has very important advantages to that of the
walking “legs”-based robots. Overall, this paper contributes to the understanding
of the evolution of autonomous streaming-based services and provides a framework
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for further research and development. In a more general point of view currently the
artificial moving assistants mimic in their evolution that of the living creatures but
only with some important differences. Wheel drive is one of the most important
among them. Of course, in the end, this reflects the difference between a proteins-
based civilization and the artificial one based on silicon, metals and mathematics.
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