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1. Introduction: Iordan Iordanov’s life and work

Iordan Iordanov suddenly passed away on October 3, 2021. Bulgarian academia
lost a dedicated educator, passionate researcher, erudite scholar and dear friend.
His absence will be especially felt in the community specializing in mathematical
modelling applied to economics and finance, as Iordan was one of the pioneers of the
field in post-communist Bulgaria.

Iordan Iordanov was born on February 27, 1948 in Sofia. He grew up in the
town of Sapareva Bania and, after graduating from high school in Stanke Dimitrov
(present-day Dupnitsa), went on to study mathematics at Sofia University “St. Kli-
ment Ohridski”. There he was noticed by Prof. Todor Genchev, who encouraged his
interest in the field of partial differential equations. Iordan was actively involved in
academic life even before graduating in mathematics in 1971, teaching seminars in
his student days. Following his graduation, he assumed a teaching position in the
Department of Differential Equations of the Faculty of Mathematics and Informatics
at Sofia University.

Iordan defended his PhD dissertation titled “Variational inequalities for opera-
tors in partial derivatives” in 1980 and obtained habilitation as associate professor at
the Faculty of Mathematics and Informatics of Sofia University “St. Kliment Ohrid-
ski” in 1983. At the time his research focused on variational inequalities and analysis
of singularities of solutions to certain classes of partial differential equations. More
details on his mathematical works are provided in Section 2.

As a teacher of mathematics, Iordan had a reputation of being stern, yet fully
devoted to passing on the science and the craft. He taught a number of courses,
including on partial differential equations, mathematical analysis for students in
Physics and theory of distributions. He was noted for always striving to make
accessible even the most complex concepts and seeking to present the basics of the
respective subjects in line with modern practices and approaches. One of the authors
of the present work, Vladimir Georgiev, recollects the following:

Iordan had a really well-prepared and attractive course on Partial
Differential Equations. Typically, this course was not considered very
easy by the students. However, Iordan succeeded to attract several stu-
dents. Among them was Angel Ivanov, who did a master’s thesis with
Iordan Iordanov and then won a PhD position at University of Pisa. This
was the first Bulgarian PhD student at University of Pisa. The role of
Iordan in the preparation of Angel as a PhD student was really crucial.

In the early 1990s Iordan Iordanov embarked on a new journey. He was one
of the group of enthusiasts who with a lot of effort and energy re-established the
Faculty of Economics and Business Administration at Sofia University in 1990. He
was very active both academically and administratively, serving as vice-dean and
acting dean of the faculty during various periods.

During the early years of the building of the Faculty of Economics and Business
Administration Iordan made key contributions to the creation of the curricula of the
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two mathematics courses and the quantitative methods course taught at the faculty,
in line with state-of-the-art practices in teaching these disciplines. He is the main
author of the textbook that is still used in the teaching of mathematics at the Faculty
of Economics and Business Administration. Iordan contributed to assembling and
expanding the team of lecturers at the faculty and to introducing French-language
programmes. He actively supported inter-university cooperation through student
and lecturer exchanges.

In the 2000s Iordan redirected his efforts to a new project – the development
of a master’s programme on mathematical modelling in economics at the Faculty of
Mathematics and Informatics. Together with a team of collaborators he researched
best practices in the teaching of mathematical modelling applied to economics. He
tirelessly worked to put together a curriculum that is appropriate for the audience
at the Faculty of Mathematics and Informatics, as well as to ensure there is a team
of lecturers providing the teaching. The program was launched successfully with
Iordan as its first director. It continues to run to this day.

As a fellow academic, Iordan Iordanov was extremely cooperative and support-
ive. He was always ready to discuss, provide hints or materials, explain the finer
points of an intricate issue and generally spare the time to delve into a problem
and push it forward. His colleagues, students and collaborators frequently noted
his generosity, meticulousness and drive to attain useful, high-quality results. These
qualities carried over to organisational and administrative tasks, where he was hard-
working, result-oriented and always caring and respectful to people.

This is what one of the authors, Nikolay Chervenov, shares about working with
Iordanov:

I met Iordanov for the first time in Vasil Tsanov’s office, when I was a
master’s student in Equations of Mathematical Physics. He needed a stu-
dent to assist him with the seminars for his courses. We connected right
away, and with his impressive teaching flair, I soon became his assistant
for Calculus, Differential Equations and Partial Differential Equations,
Complex analysis. Two years later, I naturally chose him as my doctoral
supervisor, as we had already established a good rapport.

Copula functions, which were the core of most of our joint works,
caught his interest after he saw Prof. Leda Minkova’s open notes. He
was drawn to the expression of the copula density as its mixed partial
derivative. As a differential equations expert, he quickly wondered about
the existence of this derivative and how to build a family of copulas as
a solution to differential equations. A result that would be completely
new in the field of copulas.

Iordan Iordanov did not confine his efforts to popularise mathematical mod-
elling in economics to Sofia University only. He taught various courses at the Tech-
nical University of Sofia and wrote textbooks on macroeconomics and mathematical
models in economics ([43,44]). Iordan also published a number of papers on various
economic and finance issues, including on the methodology of teaching economics
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through a quantitative lens (as detailed in Sections 3 and 4). He consulted for var-
ious institutions, including the Bulgarian National Bank, the Agency for Economic
Analysis and Forecasting, as well as private entities.

After formally retiring from Sofia University, Iordan never lost momentum. He
continued teaching at the Faculty of Mathematics and Informatics and at the Tech-
nical University of Sofia. He also assumed a position at the International Business
School, where he contributed to the curriculum on mathematics and quantitative
methods.

Iordan’s interests and erudition extended far beyond mathematics and economic
modelling. He spoke several foreign languages, dabbled in psychiatry and health
practices, and was surprisingly skilled at gardening and different crafts. He was
an avid lover of travel and nature, never missing an opportunity to experience new
sights and places.

2. Mathematical contributions

Iordan’s initial research interests included the regularity of solutions to some
elliptic variational problems. The works [6–12] treat different aspects of this topic.

Typically, the problem is associated with a bounded domain Ω ⊂ R𝑛. The
elliptic operator of type

𝐿𝑣 ≡ −
𝑛∑︁

𝑖,𝑗=1

(𝑎𝑖𝑗(𝑥)𝑣𝑥𝑖)𝑥𝑗
+ 𝑐(𝑥)𝑣

defines the bilinear form

𝑎(𝑢, 𝑣) ≡
∫︁

Ω

⎛
⎝

𝑛∑︁

𝑖,𝑗=1

𝑎𝑖𝑗𝑢𝑥𝑖
𝑣𝑥𝑗

⎞
⎠ d𝑥+

∫︁

Ω

𝑐𝑢𝑣 d𝑥. (2.1)

A classical result of Lions and Stampacchia [37] treats a generic quadratic form
𝑎 in a Hilbert space 𝐻. In the case of one convex set 𝐾 in 𝐻 the result in this article
gives a unique element 𝑢 ∈ 𝐾, such that

𝑎(𝑢, 𝑣 − 𝑢) ≥ 0 for any 𝑣 ∈ 𝐾.

As second important point in his study Iordan chose the comparison approach
proposed in the work of Lewy and Stampacchia [36], where the following comparison
notion is introduced.

Let 𝐸 be a closed set of Ω. An element 𝑢 of𝐻1(Ω) will be said to be nonnegative
on 𝐸 in the sense of 𝐻1(Ω) if there exists a sequence {𝑢𝑚} of functions of 𝐶1(Ω)
such that

(i) 𝑢𝑚 ≥ 0 on 𝐸,

(ii) 𝑢𝑚 → 𝑢 in 𝐻1(Ω) as 𝑚→ ∞.
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More generally, we say that, for 𝑢 ∈ 𝐻1(Ω), 𝑣 ∈ 𝐻1(Ω), 𝑢 ≥ 𝑣 on 𝐸 in the sense of
𝐻1(Ω) if 𝑢− 𝑣 ≥ 0 on 𝐸 in the sense of 𝐻1(Ω).

In the previous definition condition (ii) may be replaced by (ii)′ 𝑢𝑚 → 𝑢 weakly
in 𝐻1(Ω). In fact, if there exists a sequence {𝑢𝑚} of 𝐶1(Ω) functions satisfying (i)
and (ii)′, then, by a well-known theorem of Banach-Saks, there exists a sequence
{𝑢′𝑚} of positively weighted means of {𝑢𝑚} which satisfies conditions (i) and (ii).

We turn to the quadratic form 𝑎(𝑢, 𝑣) defined in (2.1) for 𝑢, 𝑣 ∈ 𝐻1(Ω). In
a series of works [6–12] Iordan studied appropriate generalization of existence and
uniqueness of solutions of variational inequalities for the case of two closed subsets
𝐸 and 𝐹 in Ω with nonzero measures.

More precisely, given any 𝜓 ∈ 𝐻1
0 (Ω) one can define

𝑁 = sup
𝐸
𝜓, 𝑀 = inf

𝐹
𝜓. (2.2)

Iordan used the following variant of the Stampacchia comparison definition.
One can say that 𝑣, 𝑢 ∈ 𝐻1

0 (Ω) satisfy the relation 𝑣 ≥ 𝑢 in sense of 𝐻1
0 (Ω) in some

subsets in Ω, if there exist sequences {𝑣𝑛} and {𝑢𝑛} approximating 𝑣 and 𝑢 in 𝐻1(Ω)

and for all 𝑛 satisfying 𝑣𝑛 ≥ 𝑢𝑛 in the chosen subset. Then one defines the following
convex subsets in 𝐻1

0 (Ω):

𝐾1 =
{︀
𝑣 | 𝑣 ∈ 𝐻1

0 (Ω), 𝑣 ≥ 𝜓 in 𝐸 in the sense of 𝐻1
0 (Ω)

}︀
, (2.3)

𝐾2 =
{︀
𝑣 | 𝑣 ∈ 𝐻1

0 (Ω), 𝑣 ≤ 𝜓 in 𝐹 in the sense of 𝐻1
0 (Ω)

}︀
. (2.4)

In this way Iordan faced a situation different from the classical case of one
convex set 𝐾 in a Hilbert space 𝐻 analysed in [37]. In fact, in his works Iordan
generalized this result for the case of two convex sets 𝐾1, 𝐾2.

The results obtained in the works of Iordan give existence and uniqueness of
solution 𝑢 ∈ 𝐾2 to the following variational inequality

𝑎(𝑢, 𝑣 − 𝑢) ≥ 0 for any 𝑣 ∈ 𝐾2. (2.5)

The main difficulty is the control of the approximation sequence for the varia-
tional inequality (2.5) near 𝐸 ∩ 𝐹 and the weak regularity of the boundary of this
set. In a series of lemmas Iordan succeeded to define the approximating sequence
and with appropriate extension outside the boundary of 𝐸 ∩ 𝐹 .

The case when the Sobolev space is 𝐻1,𝑝 type is considered in [12–14, 38].
Concerning the regularity of the solution Iordan studied and applied the method
developed by G. Stampacchia in [41].

Iordan obtained the following important result.

Theorem 2.1. Assume the boundary 𝜕Ω of the domain Ω is in the class 𝐶1,1

and that 𝜙,𝜓1 ∈ 𝐻1,𝑝(Ω) with 𝑝 > 𝑛. We assume further that

𝜙 < 𝜓 on Γ = Ω ∩ 𝜕 (𝐸 ∩ 𝐹 )
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and Γ ̸= ∅. We assume further that the boundaries 𝜕
(︀
Ω ∖ 𝐸

)︀
and 𝜕

(︀
Ω ∖ 𝐹

)︀
are

Lipschitz continuous and that the coefficients 𝑎𝑖𝑗 = 𝑎𝑗𝑖, 𝑖, 𝑗 = 1, . . . , 𝑛, are Lipschitz
continuous in Ω.

Then the solution 𝑢 to the problem (2.5) is in the space

𝐶0,𝛼(Ω), 𝛼 ∈
(︂
0, 1− 𝑛

𝑝

]︂
.

This result and its generalizations can be found in [14].
Furthermore, Iordan Iordanov was interested in the problem of creation of sin-

gularities for some non-strictly hyperbolic systems. At this time he was discussing
often the propagation of singularities of solutions of PDE’s with Vesselin Petkov.

The work [16] deals with the Cauchy problem for the semilinear non-strictly
hyperbolic system of type

(𝜕𝑡 + 𝜆𝑗(𝑥, 𝑡)𝜕𝑥)𝑢𝑗 = 𝑔𝑗 (𝑥, 𝑡, 𝑢1, . . . , 𝑢𝑛) , 𝑗 = 1, · · · , 𝑛, (2.6)

where
𝜆𝑗 ∈ 𝐶∞ (︀R2

)︀
, 𝑔𝑗 ∈ 𝐶∞ (︀R𝑛+2

)︀
.

At 𝑡 = 0 the first speed velocity coefficient satisfies

𝜆1 = 𝑡2𝑞−1𝛼(𝑥, 𝑡), 𝛼 ∈ 𝐶∞ (︀R2
)︀
, 𝛼(𝑥, 𝑡) ≥ 𝛼1 = const > 0, 𝑞 ∈ N.

The second term 𝜆2 is identically 0. For other speed velocities the assumption of
non-degeneracy is the following one

inf
𝑖,𝑗=1,...,𝑛

𝑖<𝑗, (𝑖,𝑗) ̸=(1,2)

|𝜆𝑖(𝑥, 𝑡)− 𝜆𝑗(𝑥, 𝑡)| ≥ 𝛿 = const > 0.

Iordan studied the propagation of anomalous singularities; these can exist along
the forward characteristics from the points of singular support of the initial data.

The interaction of the singularities propagating along two characteristics 𝐶1,
𝐶2 crossing at some point could give rise of new singularities (the so-called anoma-
lous singularities) propagating along the outgoing transversal characteristics starting
from that point. The solution is supposed smooth along the corresponding backward
transversal characteristics. The anomalous singularities are weaker than the initial
ones and in the case of weakly hyperbolic semilinear systems the larger the order of
contacts between the characteristics 𝐶1, 𝐶2 carrying out the initial singularities, the
more regular the solutions.

In the works [16, 39] an example of a weakly hyperbolic system is studied.
In a sufficiently small neighbourhood of the origin in R2

(𝑥,𝑡) the following weakly
hyperbolic system is considered:

𝑋𝑢 ≡
(︀
𝜕𝑡 + 𝑝𝑡𝑝−1𝜕𝑥

)︀
𝑢 = 0,

𝜕𝑡𝑣 = 𝑢,

𝐷𝑧 ≡ (𝜕𝑡 + 𝜕𝑥) 𝑧 = 𝑓(𝑢, 𝑣),
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where 𝑝 is a positive integer and the initial data are given at 𝑡 = −𝑇 , 𝑇 > 0,

𝑢(𝑥,−𝑇 ) = 𝑢0(𝑥), 𝑣(𝑥,−𝑇 ) ≡ 𝑧(𝑥,−𝑇 ) ≡ 0.

The characteristics 𝑥 = 𝑡𝑝 + const of 𝑋 and 𝑥 = const of 𝜕𝑡 have order of
contact 𝑝− 1 at points on the line 𝑡 = 0 and the characteristics of 𝐷(𝑥 = 𝑡+ const)
are transversal to them. Denoting by 𝐶𝑖, 𝑖 = 1, 2, 3, the characteristics 𝑥 = 𝑡𝑝, 𝑥 = 0
and 𝑥 = 𝑡, passing through the origin (0, 0) one can define 𝐶+

𝑖 as the part of 𝐶𝑖 for
𝑡 > 0. It is assumed that the function 𝑢0(𝑥) has a jump discontinuity of order 𝑘
(𝑘 ≥ 0 integer) at 𝑥0 = 𝑇 𝑝.

Iordan valued highly working with young researchers. The work of Angel Ivanov
at University of Pisa referenced in Section 1 was done practically in collaboration
with Iordan. As a result Angel had two important publications [4, 5].

Consider the following Schrödinger equation with potential perturbation:

𝑖𝜕𝑡𝑢−Δ𝑢+ 𝑉 𝑢 = 0, Δ = 𝜕2𝑥1
+ 𝜕2𝑥2

+ 𝜕2𝑥3
, (2.7)

𝑢(0, 𝑥) = 𝑢0(𝑥), 𝑥 ∈ R3. (2.8)

Here 𝑉 = 𝑉 (𝑥) is a real-valued potential that satisfies the assumption

‖𝑉 ‖𝐿(3/2,∞) ≤ 𝛿0, (2.9)

where 𝐿(𝑝,𝑞) are standard Lorentz spaces, 𝐿(𝑝,∞) is the weak 𝐿𝑝 space. For 𝛿0 > 0
sufficiently small one can define the bilinear form

𝑄(𝑢, 𝑣) = (∇𝑢,∇𝑣)𝐿2(R3) +

∫︁

R3

𝑉 (𝑥)𝑢(𝑥)𝑣(𝑥) d𝑥 (2.10)

on 𝐻̇1(R3). The Friedrichs extension of the quadratic form, implies that −Δ + 𝑉
has dense domain 𝐷 = 𝐻2(R3) such that, if 𝑓 ∈ 𝐷, then (−Δ + 𝑉 )𝑓 ∈ 𝐿2 and
𝑉 𝑓 ∈ 𝐿2. Moreover, −Δ+ 𝑉 with dense domain 𝐷 is a self-adjoint operator. The
existence and mapping properties of the wave operators

Ω± = 𝑠− lim
𝑡→±∞

𝑒𝑖𝑡𝐻𝑒−𝑖𝑡𝐻0 , (2.11)

where 𝐻0 = −Δ, 𝐻 = −Δ+𝑉 , are presented in [33]. The crucial assumption is that
𝑉 belongs to the Kato class (see, for example, [33]). It is easy to see that potential
of type

𝑉 (𝑥) =
𝑊
(︁

𝑥
|𝑥|

)︁

|𝑥|2 , (2.12)

where 𝑊 ∈ 𝐿∞(𝑆2), does not belong to the Kato’s class (for example we can take
𝑊 (𝑥/|𝑥|) = 1).

The main goal of this line of work was to prove the existence and mapping
properties of the wave operator Ω± for the larger class of potentials 𝑉 , satisfying
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only (2.9). This problem is closely connected with another classical problem, namely
the Strichartz-type estimates for the corresponding inhomogeneous Cauchy problem

𝑖𝜕𝑡𝑢−Δ𝑢 = 𝐹, 𝑢(0) = 𝑓. (2.13)

We shall call the pair
(︁

1
𝑝 ,

1
𝑞

)︁
sharp admissible (see [35] for this notion and the

properties of sharp admissible pairs), if it satisfies the condition

3

4
=

1

𝑝
+

3

2𝑞
, 2 ≤ 𝑝 ≤ ∞. (2.14)

The main result is given in the next theorem.

Theorem 2.2. If (𝑝, 𝑞) and (𝑝, 𝑞) satisfy (2.14), then the solution to the Cauchy
problem

𝑖𝜕𝑡𝑢−Δ𝑢+ 𝑉 𝑢 = 𝐹, (𝑡, 𝑥) ∈ R𝑡 × R3
𝑥, (2.15)

𝑢(0, 𝑥) = 𝑓(𝑥),

satisfies the estimate

‖𝑢‖
𝐿𝑝(R𝑡;𝐿

(𝑞,2)
𝑥 )

+ ‖𝑢‖𝐶(R𝑡;𝐿2) ≤ 𝐶(‖𝐹‖
𝐿𝑝′ (R𝑡;𝐿

(𝑞′,2)
𝑥 )

+ ‖𝑓‖𝐿2), (2.16)

where 𝑞′ is such that 1/𝑞 + 1/𝑞′ = 1.

Another direction of research, where Iordan also participated together with
Angel Ivanov and Vladimir Georgiev, concerned the two-dimensional equivariant
wave map problem with inhomogeneous source term in special domains. The initial
results are presented in [4]. The result shows that if the initial data are in a better
space than the natural energy space, then the corresponding norm of the solution
blows up as 𝑡 goes to 0.

After the PhD thesis defence of Angel Ivanov in Pisa, he returned to Sofia, Bul-
garia, and took a position at Technical University of Sofia. The work on Strichartz
estimates for potential perturbations was continued.

The new project started with Iordan and Angel was really challenging. More
precisely, Iordan, Angel and Vladimir Georgiev started to study the Laplace operator
perturbed by a potential 𝑉 = 𝑉 (𝑥), 𝑥 ∈ R𝑛

Δ𝑉 =
𝑛∑︁

𝑗=1

𝜕𝑗𝜕𝑗 − 𝑉 =
𝑛∑︁

𝑗=1

𝜕𝑥𝑗
𝜕𝑥𝑗

− 𝑉 (2.17)

and their goal was to study the dispersive properties of the corresponding wave
equation {︃

𝜕𝑡𝑡𝑢−Δ𝑉 𝑢 = 𝐹, 𝑡 ∈ R, 𝑥 ∈ R𝑛

𝑢(0, 𝑥) = 𝑓0(𝑥), 𝜕𝑡𝑢(0, 𝑥) = 𝑓1(𝑥).
(2.18)

The main assumption concerning the potential 𝑉 is the following one.
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Assumption 2.1. There exists 𝐶 > 0 and 𝑝, 2𝑛/3 ≤ 𝑝 ≤ 𝑛, such that we have
∑︁

𝑘∈Z
22𝑘−𝑛𝑘/𝑝‖𝑉 (𝑥)‖𝐿𝑝

{|𝑥|∼2𝑘}
≤ 𝐶. (2.19)

The following estimate was obtained.

Theorem 2.3. If 𝑛 ≥ 4, then for any potential 𝑉 satisfying Assumption 2.1
there exists 𝐶 > 0, such that for any 𝑓0, 𝑓1 ∈ 𝑆(R𝑛) and any 𝐹 (𝑡, 𝑥) ∈ 𝑆(R × R𝑛)
the solution 𝑢(𝑡, 𝑥) to (2.18) satisfies the endpoint estimate

‖𝑢‖𝐿2
𝑡𝐿

𝑝0
𝑥

≤ 𝐶‖𝑓0‖𝐻̇𝛾
𝑥
+ 𝐶‖𝑓1‖𝐻̇𝛾−1

𝑥
+ 𝐶‖𝐹‖

𝐿2
𝑡𝐿

𝑝′0
𝑥

, (2.20)

where 𝑝0 = 2(𝑛− 1)/(𝑛− 3) and

𝛾 =
𝑛− 1

2
− 𝑛

𝑝0
=

𝑛+ 1

2(𝑛− 1)
.

The work was not completed, since after an incident in Sofia Angel passed
away in 2008. Angel’s demise took away unexpectedly a young and very promising
researcher, who was one of the key members of the group working on dispersive PDE
at Technical University. His colleagues and friends, among which Iordan Iordanov,
George Venkov, Mirko Tarulli and Vladimir Georgiev, were deeply saddened and
shocked by the death of Angel.

Over the next years (between 2008 and 2019) Iordan and Vladimir Georgiev
had various contacts on research topics. The focus of discussion was mathematical
models in finance and especially the use of copulas in these models.

The above shows the extremely creative approach of Iordan, his deep mathemat-
ical preparation and ability to work with Master and PhD students, and stimulate
in this way the progress and development of mathematical research in Bulgaria.

3. Economic modelling

Iordan’s work on re-establishing the Faculty of Economics and Business Admin-
istration at Sofia University naturally piqued his curiosity about the mathematical
toolkit used in economic modelling. This was initially motivated by attempts to build
cutting-edge curricula in mathematics and quantitative methods for economists but
soon spilled over to research questions. As an expert in partial differential equa-
tions, Iordan was underwhelmed by their use in the economic sciences. He was well
aware of developments around the Black-Scholes option pricing approach but found
the use of PDE tools there almost accidental, a by-product of a different construct.
His starting point was that the natural use of PDEs would be to model phenom-
ena evolving through both space and time. This stimulated his interest in spatial
economics.

It quickly became apparent that spatial economics, while conceptually closer to
Iordan’s views, does not abound with examples of applications of PDEs. Instead, a
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central theme of the spatial economics literature in the late 1990s and early 2000s
was the analysis of models featuring transportation costs and potentially other costs
arising from geographical separation. This type of model inspired Iordan’s early work
in spatial economics in collaboration with Stoyan Stoyanov and Andrey Vassilev.

3.1. Strategic trade models

The first contributions to the analysis of spatial models came in the form of two
linked papers [20,42]. They study the adjustment of prices towards an equilibrium in
a model of trade between two regions, respectively in discrete-time and in continuous-
time settings. Trade takes place under conditions of strategic interactions, taking as
given output, financial resources and transportation costs.

More precisely, the consumer in region I (consumer I) exogenously receives
money income 𝑌1 > 0 in each period and so does the consumer in region II (con-
sumer II), who receives money income 𝑌2 > 0. For each period 𝑡, in region 𝑖 a fixed
quantity 𝑞𝑖 > 0 of a certain good is supplied at a price 𝑝𝑖,𝑡. The consumers place
orders for the desired quantities in each region, observing their budget constraints
and incurring symmetric transportation costs 𝜌 > 0 per unit of shipment from the
“foreign” region.

For each period 𝑡 the above situation is modelled as a static noncooperative
game of complete information. The orders placed by consumer I in regions I and II,
respectively, are denoted by 𝛼 and 𝛽. Similarly, 𝛾 and 𝛿 stand for the orders of con-
sumer II in regions I and II. In period 𝑡 consumer I’s strategy space 𝑆1 is determined
by the budget constraint and the nonnegativity restrictions on the orders:

𝑆1 = {𝛼𝑝1,𝑡 + 𝛽(𝑝2,𝑡 + 𝜌) ≤ 𝑌1, 𝛼, 𝛽 ≥ 0}. (3.1)

Consumer II’s strategy space in period 𝑡 is

𝑆2 = {𝛾(𝑝1,𝑡 + 𝜌) + 𝛿𝑝2,𝑡 ≤ 𝑌2, 𝛾, 𝛿 ≥ 0}. (3.2)

The payoff function for consumer I is given by

𝑃1(𝛼, 𝛽, 𝛾, 𝛿) = min(𝛼, 𝑞1) + min(𝛽, 𝑞2 −min(𝛿, 𝑞2)) (3.3)

and that for consumer II by

𝑃2(𝛼, 𝛽, 𝛾, 𝛿) = min(𝛾, 𝑞1 −min(𝛼, 𝑞1)) + min(𝛿, 𝑞2). (3.4)

The motivation behind the above formulation of the payoff functions comes
from a restriction in market access taking the form of full protection for the local
consumer. More specifically, when total orders for the respective region exceed the
quantity available, the order of the local consumer is executed first to the extent
possible and then the remaining quantity, if any, is allocated to the consumer from
the other region.

In discrete time, a price is adjusted downwards if the quantity available in the
respective region has not been entirely consumed. A price is adjusted upwards if a
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part of the orders placed in the respective region has not been satisfied. In particular,
prices evolve according to the equation

𝑞𝑖 − 𝑞cons𝑖

𝑞𝑖
= −𝑝𝑖,𝑡+1 − 𝑝𝑖,𝑡

𝑝𝑖,𝑡
or 𝑝𝑖,𝑡+1𝑞𝑖 = 𝑝𝑖,𝑡𝑞

cons
𝑖 (3.5)

when 𝑞𝑖 > 𝑞cons𝑖 and according to

𝑌 res
𝑖 − 𝑝𝑖,𝑡𝑞𝑖
𝑝𝑖,𝑡𝑞𝑖

=
𝑝𝑖,𝑡+1 − 𝑝𝑖,𝑡

𝑝𝑖,𝑡
(3.6)

when 𝑌 res
𝑖 > 𝑝𝑖,𝑡𝑞𝑖 with 𝑞cons𝑖 denoting the total amount consumed in region 𝑖 and

𝑌 res
𝑖 standing for the part of the region 𝑖’s income left unspent.

In continuous time the counterpart of equations (3.5) and (3.6) is given by the
differential equation system

𝑝̇𝑖
𝑝𝑖

= −𝑞𝑖 − 𝑞cons𝑖

𝑞𝑖
+
𝑌𝑖 − 𝑌 cons

𝑖

𝑝𝑖𝑞𝑖
, 𝑖 = 1, 2. (3.7)

For the above setup, the existence of Nash equilibria is proved and selection rules
that pinpoint a unique equilibrium are formulated for edge cases. The Nash equilibria
in the model are classified based on the relations among quantities produced and
financial resources. The different price paths that can be obtained are also analysed
and classified to establish the various possibilities of obtaining a price equilibrium.
It turns out that in certain cases the laws governing price dynamics in discrete time
lead to a zero price in one of the regions, which can be interpreted as a breakdown of
economic activity in the region. This pathology is ruled out in the case of continuous-
time price dynamics.

The model from [20] and [42] is generalised in [28, 30, 31]. The main novelty is
that local consumers enjoy only partial protection in terms of preferential access to
the good on their home market. Additionally, the formulation is general and dis-
penses with certain symmetry assumptions, allowing for differences between regions
in terms of parameters such as income, size of the local market supply, degree of
protection and transportation costs.

The partial protection framework is formalised through the following payoff
function for consumer 1:

𝑃1(𝛼, 𝛽, 𝛾, 𝛿) = min(𝛽, (1− 𝜖2)𝑞2 +max(0, 𝜖2𝑞2 − 𝛿))

+ min(𝛼,max(𝑞1 − 𝛾,min(𝛼, 𝜖1𝑞1))). (3.8)

Similarly, the payoff function for consumer 2 is

𝑃2(𝛼, 𝛽, 𝛾, 𝛿) = min(𝛾, (1− 𝜖1)𝑞1 +max(0, 𝜖1𝑞1 − 𝛼))

+ min(𝛿,max(𝑞2 − 𝛽,min(𝛿, 𝜖2𝑞2))). (3.9)

The interpretation of (3.8) and (3.9) is that a fixed share 𝜖1 ∈ (0, 1] of the
quantity 𝑞1 is reserved for consumer 1 and, similarly, a share 𝜖2 ∈ (0, 1] of the
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quantity 𝑞2 is preferentially available to consumer 2. Consumers have the right to
buy the respective quantities 𝜖1𝑞1 and 𝜖2𝑞2 but are not obliged to do so. After
the local consumer buys a part or all of the preferentially available quantity, the
remaining quantity of the good is offered to the foreign consumer. In turn, the
foreign consumer can purchase part or all of this remainder and, if there is anything
left, it is again offered to the local consumer.

In the extended model price dynamics are studied in discrete time and conse-
quently several versions of (3.5) and (3.6) are used to describe the price changes over
time. For this model, the existence of Nash equilibria is proved and a classification
of the players’ best-reply functions and the obtained Nash equilibria is presented.
Price dynamics are studied by means of numerical simulations. The results show
that different price adjustment rules used in conjunction with different parameter
sets can produce very diverse outcomes. Examples range from trivial one-period
“jumps” of prices to a steady state value to much less regular behaviour such as
transitional dynamics settling down on a steady state value or cyclical behaviour.
Overall, the specification of the price adjustment rules is crucial for the type of
dynamics obtained and the interpretation of the results.

3.2. Spatial relocation models

Iordan’s quest for an economic model with “genuine space” continued and an
initial formulation appeared around 2006. The model considered is in essence mi-
croeconomic and studies the dynamic consumption-saving behaviour of an individual
who is allowed to move in a suitable economic space in search of better job opportu-
nities. The introduction of an explicit economic space that provides an abstraction
for the physical, geographic space where agents operate was a first step in an agenda
aimed at constructing an aggregate description of an economy with both spatial and
temporal dimensions.

One version of the formulation is the following [22,23]. There is a consumer who,
given an initial location in space 𝑥0 and asset level 𝑎0, supplies inelastically a unit of
labour in exchange for a location-dependent wage 𝑤(𝑥(𝑡)), and chooses consumption
𝑐(𝑡) and spatial location 𝑥(𝑡) over time. The consumer has a finite lifetime 𝑇 at the
end of which a bequest in the form of assets is left. This bequest provides utility to
the consumer. More precisely, for 𝜌, 𝑟, 𝜂, 𝜉 and 𝑝 – positive constants, and 𝜃 ∈ (0, 1),
the consumer’s choices are described by the optimal control problem of maximizing
with respect to 𝑐(𝑡), 𝑧(𝑡) ∈ Δ the objective functional

𝐽(𝑐(𝑡), 𝑧(𝑡)) :=

∫︁ 𝑇

0

𝑒−𝜌𝑡

(︂
𝑐(𝑡)1−𝜃

1− 𝜃
− 𝜂𝑧2(𝑡)

)︂
d𝑡+ 𝑒−𝜌𝑇 𝑎(𝑇 )

1−𝜃

1− 𝜃
(3.10)

subject to

𝑎̇(𝑡) = 𝑟𝑎(𝑡) + 𝑤(𝑥(𝑡))− 𝑝𝑐(𝑡)− 𝜉𝑧2(𝑡), (3.11)
𝑥̇(𝑡) = 𝑧(𝑡), (3.12)

𝑎(0) = 𝑎0 ≥ 0, 𝑥(0) = 𝑥0 ∈ [0, 1],



Ann. Sofia Univ., Fac. Math. and Inf., 111, 2024, 5–24 17

where 𝑎(𝑡), 𝑥(𝑡) are the state variables, assumed to be absolutely continuous, and
𝑐(𝑡), 𝑧(𝑡) are the control variables. The set of admissible controls Δ consists of all
pairs of functions (𝑐(𝑡), 𝑧(𝑡)) which are measurable in [0, 𝑇 ] and satisfy the conditions

0 ≤ 𝑐(𝑡) ≤ 𝐶, (3.13)
|𝑧(𝑡)| ≤ 𝑍, (3.14)
𝑎(𝑇 ) ≥ 0. (3.15)

The constants 𝐶 and 𝑍 satisfy appropriately defined conditions that are tech-
nical in nature but do not affect the economic analysis of the problem. The constant
𝜌 > 0 is a time discount parameter and 𝜃 ∈ (0, 1) is the utility function parameter.
The control 𝑐(𝑡) represents physical units of consumption and the control 𝑧(𝑡) gov-
erns the speed of relocation in space. Relocation in space brings about two type of
consequences: subjective disutility due to habit formation with respect to the cur-
rent location and monetary relocation costs. These are captured through the speed
of movement in space 𝑥̇(𝑡) or, equivalently, 𝑧(𝑡), transformed through a quadratic
function. The parameters 𝜂, 𝜉 ≥ 0 multiplying this function measure respectively
the subjective disutility from changing one’s location in space and the relocation
costs in monetary terms. The parameters 𝑝 > 0 and 𝑟 > 0 stand for the price of a
unit of consumption and the interest rate, respectively.

The above optimal control problem presents a mathematical challenge, since
its set of generalised speeds is not convex, which is a key element of standard proofs
of existence of solutions. This situation requires a different approach to show ex-
istence, which is done in [21] for a generalised version of the problem (3.10)–(3.15)
that dispenses with explicit functional forms and works with general convexity and
concavity assumptions instead.

Further analysis looks at the basic case where economic space is represented by
the real line or, more specifically, a subset of it, the interval [0, 1]. This is modelled
by taking the initial location 𝑥0 ∈ [0, 1] and requiring the location-dependent wage,
which is positive in (0, 1), to be negative outside [0, 1] (as a way of circumventing
the need to introduce state constraints in the model) and to satisfy additional as-
sumptions. Necessary conditions for optimality based on Pontryagin’s maximum
principle are derived and, based on them, various model properties (e.g., bounds
on terminal assets 𝑎(𝑇 )) are established. The implications of particular functional
forms for the wage distribution 𝑤(𝑥) are investigated. A first set of results confirms
that for a single wage maximum economically intuitive behaviour can be obtained,
namely, moving towards regions where higher wages can be earned. Further results
for the case of a wage distribution with two local maxima, included in Andrey Vas-
silev’s PhD dissertation, reveal more complex behaviour, including the possibility of
moving towards the smaller local maximum depending on the length of the planning
horizon, as well as the possibility of having multiple solutions.

The paper [1] further extends this line of research by looking at the case of two-
dimensional economic space. This work provides results on existence and necessary
conditions that are the counterpart of the ones obtained in [23]. The analysis also re-
veals the limitations of using a negative wage as a substitute for state constraints for
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two-dimensional domains of more complex (e.g., non-convex) shape. In particular,
it turns out that in two-dimensional economic space it is possible to have an optimal
trajectory in the spatial variables that passes through a region with negative wage
values in order to reach faster a region with high positive wage values. Numerical
investigation of the model shows that even in the simplest case of a two-dimensional
wage distribution with a single maximum intuitive but nontrivial results can be ob-
tained. More specifically, depending on the exact form of the wage distribution,
the agent may have incentives to relocate in economic space along various nonlinear
trajectories. This finding suggests that for more complicated two-dimensional wage
distributions significantly more complex types of behaviour can be expected.

3.3. Models of small open economies

Iordan Iordanov also worked on models that help understand macroeconomic
developments in small open economies. These models can be classified as belong-
ing to the dynamic stochastic general equilibrium strand of the economic literature.
A first attempt to develop such a model is documented in [24], which modifies a
standard model of a small open economy to fit the case of an economy operating
under a currency board arrangement. The model is tailored to the Bulgarian econ-
omy both in terms of how the currency board is introduced and also in terms of its
calibration to data and empirical facts. It also specifies the government behaviour
in a way that is consistent with its prominent role in situations where monetary
policy is passive. Model properties are illustrated by studying dynamics under three
scenarios: a shock in the prices of energy resources, a shock in the productivity of
the non-tradable sector and a shock in tradable goods prices. The authors conclude
that the responses of the model variables with respect to various shocks that af-
fect the economy are plausible and correspond to usual consequences entailed by
the main economic mechanisms built into the model but further work is needed to
improve the specification of the government sector and introduce nominal rigidities
and adjustment costs in the analytical framework.

The directions for model improvement identified in [24] are tackled in [26]. In
this work the government is modelled as following a set of fiscal rules that aim to
stabilise output fluctuations while maintaining fiscal stability. This approach more
closely corresponds to guiding principles and best practices for conducting fiscal pol-
icy. Additionally, it reflects public discussions on fiscal policy principles that were
ongoing in Bulgaria at the time of writing. The paper also improves on the frame-
work adopted in [26] by introducing monopolistic competition and Calvo pricing to
account for nominal rigidities and adjustment costs. The simulation results demon-
strate the potential of using fiscal rules to stabilise the economy when monetary
policy is constrained because of the currency board arrangement.

A final contribution in the modelling of small open economies appeared in [27].
This work suggests a way of extending the popular Gaĺı-Monacelli (G-M) model to
the case of a world economy consisting of several regions, interpreted as monetary
unions. The paper provides the counterparts of selected derivations from the G-M
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model which lead to a representation of domestic output as a function of domestic
and foreign prices, and exchange rates. It also develops an alternative index form for
aggregators that yields qualitatively similar results to the usual one with the added
benefit of having explicit dimensionality consistency.

3.4. Educational contributions

Besides his purely research-oriented contributions to economic modelling, Ior-
dan was always interested in pushing the boundary where the tools for conducting
research and presenting economic models are concerned. One of his pet peeves was
with the way many economics papers present results by providing a model formu-
lation and then stating the final form of the optimality conditions describing the
purported solution without any reference to the method for deriving these condi-
tions. Frequently in such cases reference is made to a Lagrangian formalism but, if
the derivation is shown at all, it is little more than the mechanical application of a
recipe. More precise formulations and justifications exist but are scattered through-
out the literature. To partially remedy this, the paper [25] collects and presents
some results on necessary conditions and sufficient conditions for optimality in dy-
namic optimization problems with explicit controls when one approaches the solution
through a Lagrangian formalism.

Other contributions to the teaching of mathematical methods in economics ap-
pear in [29] and [32]. Both follow an agenda outlined in the preface to [44], where
the role of using numerical methods and computer simulations to study economic
models is emphasised. The paper [29] offers an approach to deepening the students’
understanding of the Solow growth model by presenting an interactive software ap-
plication that helps students get acquainted with the main properties of the model.
The application is implemented in Python on the basis of the IPython kernel for the
Jupyter Notebook. An advantage of this approach is that it hides the implemen-
tation details from the typical user while still allowing advanced students to access
the application internals and learn from the underlying program code.

The paper [32] is similar in spirit to [29] in that it employs the same interactive
approach and computational framework in order to study the popular IS-LM model.

4. Modelling in finance and insurance

Iordan Iordanov also researched problems related to modelling applications in
finance and insurance. His papers in this field are focused on copula functions and
are co-authored with his PhD students Nikolay Chervenov and Boyan Kostadinov.

Copulas appear as a modern tool in creating flexible probability models with
more than one random variable. Any multivariate model could be constructed by
means of copulas. They are widely applied in fields such as insurance, finance, or
any field where there are interacting processes (risks) and there is a need to measure
their dependence. Iordanov’s works on copulas were innovative and unlike the most
papers related to copulas, where considerations are restricted to functions which are
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well-defined in each point and benefit from copulas being Lipschitz functions on their
domain, he and his co-authors considered copulas under more general assumptions.

The paper [17] deals with 2-dimensional copula functions and proposes a method
to simplify the otherwise complicated task of verifying the 2-increasing of 𝐶-volume
of the copula by using simple differentiation, followed by a method to obtain a class
of copulas as a solution of a boundary value problem in a suitable Sobolev space.

Precisely, a weakly 2-increasing function is defined by using weak derivatives
(derivatives in the sense of distribution theory), with (𝐻𝑥𝑦, 𝜙) ≥ 0, for any test
function 𝜙 ≥ 0 in D(R2). It is proved that, for 𝐻 ∈ D ′(R2) ∩ 𝐶0(R2), the standard
2-increasing and weakly 2-increasing properties are equivalent.

Furthermore, despite some restrictions imposed by Sobolev spaces, in this work
a family of copulas 𝐶 is constructed based on a given probability density 𝜕𝑢𝑣𝐶,
using the concept of weak derivative. The main result is solving the boundary value
problem

𝜕𝑢𝑣𝐶(𝑢, 𝑣) = 𝑓(𝑢, 𝑣) in 𝐼2 = [0, 1]× [0, 1] (in weak sense);
𝐶(𝑢, 0) = 0 = 𝐶(0, 𝑣);

𝐶(𝑢, 1) = 𝑢, 𝐶(1, 𝑣) = 𝑣 for all 𝑢, 𝑣 ∈ 𝐼 = [0, 1],

under certain conditions on 𝑓 . First the case when 𝑓 is smooth function is considered
and later it is generalized to 𝑓 ∈ 𝑊−1,𝑝(𝐼2), 𝑝 > 2. One might initially think of
this problem as a Dirichlet problem for the wave equation, but it turns out to be
a Goursat problem for hyperbolic equations. However, it is important to note that
this is an ill-posed boundary value problem.

While in [17] the results are given rather schematically, in [18] detailed proofs
and numerous examples are given for the same problems. The paper pays special
attention to the a priori estimate, which ensures the uniqueness of the solution
𝐶. Namely, there exists a constant 𝑀 , which does not depend on 𝑓 , such that
‖𝐶‖𝑊 1,𝑝(𝐼2) ≤ 𝑀‖𝑓‖𝐿𝑝(𝐼2). Next, the work provides detailed proofs of theorems
on the existence of the solution in both the smooth 𝑓 ∈ 𝐿𝑝(𝐼

2) and generalized
𝑓 ∈𝑊−1,𝑝(𝐼2), 𝑝 > 2, cases.

Further works extend the 2-dimensional case to the 𝑛-dimensional, and study
the 𝑛-increasing property, existence and uniqueness of the solution of the boundary
value problem when 𝑛 > 2.

The paper [2] defines the Goursat problem over the unit cube 𝐼𝑛. It is proved
that there exists a unique solution of the problem

(−1)𝑛(𝐶,𝜙𝑥1,...,𝑥𝑛
) = (𝑓, 𝜙)

for all 𝜙 ∈ 𝐶∞
0 (R𝑛 ∖⋃︀𝑆𝑗) restricted over 𝐼𝑛, where 𝑆𝑗 = 𝐼𝑛

⋂︀{(𝑢1, . . . , 𝑢𝑛) ∈ R𝑛 |
𝑢𝑗 = 1} are the sides of 𝐼𝑛 passing through the vertex (1, . . . , 1) and the function 𝐶
satisfies the usual boundary conditions for a copula function 𝐶(𝑢1, . . . , 𝑢𝑛) = 0, if
at least one of the coordinates 𝑢1, . . . , 𝑢𝑛 equals zero.

The article [3] was Iordanov’s final work on the topic. The paper presents two
generalizations of the concept of an 𝑛-increasing function. The main result on the
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subject states that a function 𝐻 ∈ 𝑊 1,𝑝(𝐼𝑛) is weakly 𝑛-increasing in 𝐼𝑛 if the
inequality

(−1)𝑛(𝐻, 𝑓𝑥1,...,𝑥𝑛) ≥ 0

is fulfilled for all 𝑓 ≥ 0 in 𝑊𝑛−1,𝑞(𝐼𝑛) such that 𝑓 and its derivatives vanish on the
sides of 𝐼𝑛 passing through the vertex (1, . . . , 1).

This makes it easy to obtain several important results for copulas. In particular,
the authors apply their approach to the bivariate Archimedean copulas, which are
a special class of copulas. The proof of the characteristic property for Archimedean
copula is completely new in the literature.

Another problem studied in [3] relates to the construction of 𝑛-dimensional
copulas by using values of their derivatives 𝜕𝑛

𝜕𝑥1...𝜕𝑥𝑛
. To this end, the paper uses the

generalized concept of an 𝑛-increasing function and expands the results of a version
of the Goursat problem in 𝑛-dimensional cube in R𝑛 proved in [2]. It is worth
mentioning that the local conditions required to solve the boundary value problem
in the 2-dimensional case are equivalent to those imposed in the 𝑛-dimensional case.

A notable application of the results presented in this section can be found in
Nikolay Chervenov’s PhD dissertation. The work considers a real-life problem for
insurance risk assessment and solves it with numerical methods. The desired copula
was constructed using the approach of Iordanov and Chervenov, and was obtained as
a solution of a boundary value problem using real data from a Bulgarian insurance
company.
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CAPEC is an effort coordinated by MITRE Corporation. Its aim is attack pattern
database structured in taxonomies. CAPEC is available as XML document from its
project site. CAPEC structure and content are under permanent change and develop-
ment. It is still not mature database but may be never will.
CAPEC, CWE, and CVE are databases devoted to attacks, weaknesses, and vulnera-
bilities. They refer each other forming a knowledge ecosystem in cybersecurity area.
Traditional approach for knowledge presentation as information does not work well with
conceptualizations under dynamics of this ecosystem and particularly of CAPEC. In
this paper, an alternative approach to CAPEC knowledge presentation is proposed, as
ontology. First, CAPEC structure and content are discussed and then ontology structure
is introduced. CAPEC as ontology opens doors to “open world” concept that is more
adequate to ecosystem dynamics.
CAPEC ontology is programmatically generated from CAPEC database.
CAPEC ontology generator in implemented in Python.
Keywords: cybersecurity, attack patterns, ontology, CAPEC, OWL, Python
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CCS Concepts:
• Security and privacy∼Formal methods and theory of security∼Formal security models;
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1. Attack patterns

CAPEC (Common Pattern Enumeration and Classification) [5] is an effort co-
ordinated by MITRE Corporation. Its aim is attack pattern database structured in
taxonomies.

CAPEC is freely available in XML format from the site.
MITRE Corporation maintains two more initiatives CVE [4] and CWE [11].

These are vulnerability and weakness databases.
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CVE is mature enough to be maintained officially by NIST as NVD [7].
Original CVE is still maintained by MITRE Corporation for new vulnerability

registration.
NVD contains only analyzed vulnerabilities augmented with additional analytic

information supplied by NIST.
CWE and CAPEC are still not mature. They are under active development.
CVE, CWE, and CAPEC refer to each other forming knowledge ecosystem in

cybersecurity area.
Vulnerabilities are revealed errors, faults, or gaps in specific products fixed by

its version and execution environment. CVE entries are numerous – currently 197676
in March 2023.

Weaknesses (CWE) are vulnerability types. Vulnerability processing includes
type assignment – one or more CWEs are associated with vulnerability under con-
sideration.

Attacks (CAPEC) exploit vulnerabilities. More precisely, attack patterns ex-
ploit one or more weaknesses.

CWE and CAPEC have structures organized by several taxonomies, while CVE
is simply a list.

CWE and CAPEC are still not mature and they contain some discrepancies in
their notation, structure and content.

CWE and CAPEC are distributed as XML documents, while CVE – as JSON
documents.

Our approach is to present CVE, CWE, and CAPEC in OWL [12]. Semantic
web is more suitable for formal knowledge presentation than XML. This is especially
valid when the knowledge base is under development – not mature.

The term “formal knowledge presentation” refers to conceptualized knowledge
presentation, for example via OWL.

CVE, CWE, and CAPEC ontologies are presented in several other publications.
Subject of this paper is CAPEC ontology generation from its XML presentation.

2. CAPEC ontology generator

CAPEC ontology generator does not require parallelism. On 02.01.2023 attack
patterns are 555.

CAPEC ontology generator is published at the following address https://
github.com/VladimirDimitrov1957/CAPEC-ontology-generator. It is implemen-
ted in Python.

CAPEC generator presentation below follows its control flow.
The generator by default works with input data downloaded in “data” subdi-

rectory. With parameter “-d” or “-download” fresh copy of CAPEC database can
be downloaded from CAPEC site.

Procedure main(download) manages the whole generation process.
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Procedure downloadCAPEC() downloads database copy from CAPEC site. This
copy is compressed in zip format, so the procedure decompresses downloaded file.
CAPEC database is XML document.

Every time validation of input XML document is done using CAPEC XSD
schema. For this purpose, lxml package is used. It is important to match used
packages because some of them simply does not work or are not usable.

In the next step, XML document presenting the database is parsed to internal
format. This parsed CAPEC database is used in the following operations.

Procedure generateIndividuals(root) performs CAPEC ontology genera-
tion. Parameter “root” presents CAPEC database in parsed internal format.

This procedure copies and modifies ontology shell from file shell.owl. The
result is written in file capec.owl. External references in the last file are presented
as annotations.

Then procedure generateIndividuals(root) generates attack patterns, cat-
egories, and views with:

generateAttackPatternIndividual(item, out_file),
generateCategoryIndividual(item, out_file), and
generateViewIndividual(item, root, out_file)

presented below.
All catalog elements are scanned and corresponding generation procedure is

called.
Finally, procedure ends with generation of object property objects. It is de-

scribed in more details in subsections about AttackPattern, and Individual class.
Figure 1 shows class structures.

Procedure generateAttackPatternIndividual(item, out_file) has param-
eter “item” that contains an internal XML presentation of an attack pattern. For
this attack pattern, the procedure generates an individual description.

Parameter “out_file” is the file in which the ontology is written. Here, more
specifically, the attack pattern individual description is written.

AttackPattern class plays central role for attack pattern individual generation.
An object of this class collects all individual characteristics. Then these characteris-
tics are serialized as a string and written in the ontology file. The class is described
in separate section below.

Procedure generateCategoryIndividual(item, out_file) is simple. It fol-
lows category subelements structure and generates a category individual description.

Procedure generateViewIndividual(item, root, out_file) is hardcoded
by catalog views. The last are very specific to be implemented in some common
generation algorithm.

Individual is the other class in CAPEC generator. It collects information
about the target objects for object properties. This class has extent, i.e. supports
set of all Individual objects.

At the end of procedure generateIndividuals(root), objects from Individual
extent are serialized and appended to the result file.

Class AttackPattern and Individual are presented in Figure 1 as UML class
diagram.



28 V. Dimitrov / CAPEC ontology generator

Figure 1. CAPEC generator classes

2.1. AttackPattern class

AttackPattern instance variables are “element” – internal XML presentation
of attack pattern, individual IRI, dictionary of annotations, dictionary of data facts,
dictionary of object facts, and set of individual types. Data facts present individual
data property instances. Object facts present individual object property instances.

When an object of the class is instantiated, its instance variables are accordingly
initiated.

Method addType(self, aName) adds a type to the individual type set. This
operation is hardcoded for categories because their type is more specifically ex-
tracted.

Method addDataFact(self, tag, path = "", structured = False) adds
a data fact.

The data fact is extracted from a subelement of “element”. The relative path
to this subelement is given by parameter “path”.

Content of a data fact element can be structured text. It is marked by the
parameter “structured”.

If data fact content is structured text, function stext(s, tag) is used to re-
move line formatting and codes the text as OWL literal. For the last operation,
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function flat(s) is used, but that function is used regularly for non-structured
text.

Method addDataFactFromAttribute(self, att) extracts data fact from
“element” attribute. Parameter “att” contains attribute name and it is a data
property name too.

Method addDataFactFromAttributeWithAnnotation(self, el, att, path,
aName) extracts data fact from attributes of “element” subelements. Parameter “el”
contains a subelement tag. If the subelement is not a child of “element”, then the
relative path to it is given by parameter “path”.

It is possible the subelement to have several instances. In that case, the data
fact should be with several values.

Parameter “aName” is a dictionary with keys that are data fact values. Dic-
tionary value is a list of annotations applicable for this data fact. In this method,
only list with one annotation name is used, but presentation is unified with all other
methods.

Method addDataFactWithAnnotation(self, tag, aTag, path = "", name
= None, aName = None, structured = False) is as previous one, but it extracts
data facts from “element” subelements.

Attributes are always extracted from subelement content – not from attribute
values.

Parameters “tag” and “aTag” contents are data fact and annotation element
tags correspondingly. In most of the cases, tag and data property share the same
name. The same is valid for annotation element tag and annotation name. If it
is not true, then data fact and annotation name are set by parameters “name” and
“aName”.

Parameter “path” is used when subelements are not children of “element”.
This is as in the previous method.

Parameter “structured” has the same purpose as in method addDataFact
(self, tag, path = "", structured = False).

Method addAnnotation(self, tag, name = None, path = "", structured
= False) extracts annotations form “element” subelements. If the annotation name
differs from the subelement tag, then parameter “name” is used. The other parame-
ters have the same meaning and usage as in above methods.

Method addReferences(self) is more specific. It extracts references from
“element” – from subelements References and Reference. Annotations are for-
matted as literals. All references are annotations.

Method addContentHystory(self) is specific. It extracts and adds as anno-
tations the content history.

Method addObjectFact(self, path, oName, cName, cADict) extracts ob-
ject facts form “element” subelements.

If subelements are not “element” children, then parameter “path” sets the
relative path to them.

Parameter “oName” contains the object property name.
The target individual type is given by the parameter “cName”.
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Parameter “cADict” is a dictionary. It is used for target individual generation.
Dictionary key is the subelement tag and that attribute is set by “oName” parameter.

Method addObjectFactWithAnnotation(self, path, oName, cName,
cADict = {}, cSDict = {}, cANDict = {}, references = False, note =
False) extracts object facts with annotations. This is the most complex method.
All parameters including “cADict” have the same purpose and meaning as in the
above method.

Parameter “cSDict” is a dictionary used for extraction of data facts from subele-
ments of some “element” subelements. The dictionary key is the subelement tag,
and the dictionary value is the data fact name. Observed examples are more spe-
cific case because they may reference CVE individuals or simply to be Reference
annotations.

Parameter “cANDict” is a dictionary. It used for annotation extraction for
the target individual from attributes. Target individual is an individual that is
generated. The object fact (object property) points to this target individual. The
dictionary key is the subelement tag and the dictionary value is the annotation name.
Annotations usually are added to the target individual, but in case of techniques and
attack identifiers, annotations are added to the object facts of the target individual.

Method addCWE(self) adds referenced CWE individuals from attack patterns
elements as object facts.

Method addExcludeRelated(self, category) adds excluded category ances-
tors of the attack. The ancestor category is given with parameter “category”.

Method tostring(self) serializes its object into a string containing individual
description.

Method addMembers(self, relationships = False) is used to add views
and categories. Link type is determined via “relationships” parameter – by de-
fault, category members are processed.

Method addRelatedAttackPatterns(self) adds the object facts for related
attack patterns. Here, excluded categories are taken in account.

Method addContent(self, capecID) is specialized for Has_Member object fact
with attack identifier for attack pattern. Parameter “capecID” contains this attack
identifier.

Methods in AttackPattern class are combinations of with / without annota-
tions, from attributes / subelements, from children / other descendants, for data
/ object properties. Here, only combinations that exist in CAPEC ontology and
CAPEC XSD structure are implemented. This note is applicable for Individual
class too.

2.2. Individual class

Individual class is a simplified implementation of AttackPattern class. It
collects the characteristics of the target individuals of the object facts.

Here, class extend is supported (class variable “extend”), from which
the description of all target individuals are serialized at the end of procedure
generateIndividuals (root).
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Methods addType(self, t), addDataFact(self, d, v), addAnnotation
(self, a, v), addObjectFact(self, d, v), addObjectFactWithAnnotations
(self, d, v, an, av), and tostring(self) are simplified implementations of the
corresponding AttackPattern methods.

3. Conclusion

CAPEC generator implementation is similar to that of CWE generator. In
both implementations, the control flow follows corresponding XSD schemas. Both
implementations have two classes AttachPattern/Weakness and Individual. CWE
generator classes are presented as UML class diagram in Figure 2.

From complier/translator point of view, ecosystem generators for CPE,
CVE/NVD, CWE, and CAPEC ontologies are compilers from XML/JSON to OWL.

The components of every compiler are lexical, syntactical, semantical analyzers,
and code generator. In this case, the analyzer functionality is derived from Python
libraries. Only code generators are coded.

For CPE and CVE/NVD generators, concurrent implementations have been
adapted to achieve acceptable production timings. In these implementations, all
available cores and memory are used for processing.

Figure 2. CWE generator classes
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Many applications have no option to use available computer hardware resources.
Usually, they work with one core and limited memory, independently of the job.
This problem, here, in the above mentioned generators, is roundabout by manual
programming. Today, we are still far away from full automatization of concurrent
programming. Therefore, every change, especially in concurrent programs, is a dif-
ficult task.

Every change in XSD schemas reflect in generator implementations. This hap-
pened at least one time in the year.

Another problem is the change of generator data sources. For example, NIST
plan in September 2023 to retire NVD and CPE data feed supplies and to start only
JSON RESTfull services for that purpose. Therefore, the corresponding generators
have to be rewritten to meet this change.

All ecosystem ontologies have been presented in OWL Manchester syntax [9].
This syntax is more human readable, but it is not used as input source for currently
available triple stores. The last ones support Turtle syntax [10]. Therefore, the
generators have to be rewritten to generate in Turtle syntax. This process is going on
and some generators available on published yet addresses generate their ontologies
in Turtle syntax. From programming point of view, it is not dramatic change.
Something more, generator codes get simplified.

Ontologies in Turtle syntax for presentation purpose can be easily converted
into Manchester syntax using some tools like Protégé [6] or Robot [8].

Ecosystem ontologies must be available in a triple store if we want the ecosystem
to be used. The most important task is to load and update ecosystem ontologies
into some triple store. However, CVE/NVD ontology is really huge. Currently,
ecosystem ontologies contain approximately eight billion triples. Experiment shows
that these ontologies can be loaded in a triple store on modern desktop computer
for two months.

Experiments have been done with BrightstarDB [3] and Apache Jena [1]. These
triple stores have their advantages and disadvantages, but their common problem is
the slow batch load. Both triple stores do not use all available hardware resources.
Apache Jena is somehow better than BrightstarDB, but still is not a solution.

BraghtstarDB is well integrated in .NET environment. Automatically, OWL
ontologies can be presented as C# classes and used for object-oriented development.
At the same time, there is access with SPARQL to its ontologies, but that is all.

Apache Jena is a complex of many Semantic web tools, but their integration
is achieved via Java programming. Therefore programming in Apache Jena is not
very automated.

The problem with CVE/NVD ontology actualization can be solved following
NIST proposition. Vulnerabilities are organized in chunks by years. Therefore, they
can be loaded once. Then, NIST offers data feed for modified vulnerabilities. This
patch can be applied to update quickly CVE/NVD content.
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Software engineering, as the primary value-based process, is influenced by the culture a
given company establishes, formal and informal procedures, and technological improve-
ments introduced during the implementation. Having this in mind it could be articu-
lated further how these innovative methods could result in best practices, communication
flows, strong-bonded teams, and successful projects. By adding an organisational do-
main to the model, the relationships between management’s organizational aspects and
technological development approaches are discussed.
This paper aims to explore and classify the software engineering domains in order to fa-
cilitate the process of managing knowledge within ICT companies. Based on a literature
overview, a model is proposed which combines the multiple perspectives for adopting
knowledge management practices more efficiently.
Keywords: software engineering, knowledge management, software process improve-
ment, knowledge domains, overview
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1. Introduction

Software engineering is a relatively new knowledge domain that has been through
many changes during the last few decades. Considering the multiple perspectives
having its influence, it emerges out of the ICT, also recognized as an industry about
other industries because of the role it has in their growth and evolution. Further-
more, software engineering as a “knowledge-intensive activity” [6] results in solutions,
expected to play an even more critical role in society and the economy, for example,
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by implementing artificial intelligence technologies in new cyber-physical solutions
such as robotised and autonomous systems – self-driving cars, unmanned aerial ve-
hicle (UAV), intelligent systems, and many more. Enabling software companies to
improve the way they manage their knowledge processes is increasingly important
in this specific moment when hardware-based infrastructures and systems are being
upgraded with digital functionalities. Suppose this is put through a more global per-
spective. In that case, digital solutions aim to tackle complex socio-economic and
ecological problems that, when solved, will cause a radical improvement in the way
our environment is being constructed. Concepts like smart cities, green economies,
and meta worlds could provide a new way of handling those problems and set up a
new course of the way software engineering is progressing.

Knowledge management, on second thought, introduces many instruments,
methods, practices, and approaches for value creation, especially in knowledge-
intensive industries which “has spurred an exponential increase in publications cover-
ing a broad spectrum of diverse and overlapping research areas” [43]. The processes
of codification and personalisation lay in the basis of those instruments since the
company should support knowledge generation, sharing, and transferring among the
employees. This is crucial, especially in software processes that require high exper-
tise since much of the knowledge used for a given solution is wrapped as intangible
assets. However, stimulating these processes could provide a valuable setup for the
project’s growth.

Furthermore, new software engineering methods and concepts are introduced
to validate requirements beforehand and to apply methodologies at the team level.
Hence, a value co-creation system could be established, involving different stake-
holders, and coordinating between complex business models. The user participates
more actively and provides feedback that helps developers work on well-defined func-
tionalities. On the other hand, new solutions require better cohesion between the
architecture of a given product, communication channels, and handling changes
through time. Considering how dynamic and sometimes unpredictable the software
industry is about technologies and paradigms, additional expertise is needed regard-
ing specific solutions and management on different levels for processes, experiences,
and integrations with other systems.

All this demonstrates the need for improved KM processes in software engi-
neering. Thus, a new paradigm is proposed that could provide bigger clarity on
how critical it is to create relations between the different management aspects, on
the one hand, and the software development, on the other hand. Through that
perspective, knowledge seems even more valuable highlighting how important it is
to introduce a new understanding of how it can be efficiently managed within the
software engineering aspect and the organizational and socio-economical contexts.

The main goal of this research is to overview the latest methods, approaches,
and trends in software process improvement, focusing on the domain and organisa-
tional concepts of management. To do that, two critical questions are answered:

• How the organisation handles its intellectual capital to achieve its purposes
and goals?
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• How is different knowledge being handled in different domains?

After analysing how knowledge evolves within these two aspects, the idea is de-
veloped further by inspecting previous systematic literature reviews. The concepts
that lay the foundations of current ICT evolution are highlighted and a simple model
is introduced, which represents how knowledge can be categorised through the or-
ganisational and domain perspectives (Section 2). This will introduce an advanced
view of areas in which studies have been focused. Then, after overviewing papers
retrieved from different resources, many methods, architectures, and methodologies
are identified that are used to handle the issues related to knowledge management
(Section 3). A short discussion is presented in Section 4, and conclusions and pre-
dictions are made in Section 5.

2. Theoretical background foundations

There have been many changes in how knowledge is perceived in the software
industry. At first, knowledge was considered a possession, “something that could be
captured” [6]. However, currently, it is much more important to have the knowledge
applied than to possess it – it is called the knowledge-in-action concept, and it is
even more critical if not involved in the software process. Being context-dependent,
applying the knowledge is an activity that needs additional preparation, as inter-
nal stakeholders must be aware of the available explicit and tacit knowledge [39].
“Tailoring software development” by applying agile concepts draws the development
team’s attention, strengthens the decision-making process, increases inter-team coor-
dination, and builds collective-code ownership [31]. The creation, storage, transfer,
and retrieval activities must be introduced to generate new ideas that could support
the product, expand its scope, and implement its functionalities according to the
stakeholders’ expectations. Regarding product delivery, there are frameworks like
DevOps that could guarantee product quality and simplify and fasten integration
processes with the production environment [10]. This corresponds with the goals
regarding customer expectations – building trust, bringing satisfaction, and estab-
lishing the belief that “working software is the primary measure of progress” [34].

To define the SE Knowledge domain, a simple concept representation is made,
which includes 16 systematic reviews and their main topics (Figure 1). By compar-
ing different aspects, an analysis of the connections between domains is made, and
subdomains are identified and highlighted.

First, two significant distinctions must be made between KM and SE con-
cepts. When discussing organisational topics, the organisational culture and struc-
ture should be considered, as well as the mission, vision, learning, and growth. The
organisational structure supports transferring tacit knowledge through its levels of
management [3]. The culture company supports, on the other hand, is critical for
sharing between teams and departments. The mission and vision dictate the overall
motivation among the employees, and learning and growth could help to introduce
new opportunities and challenges.



38 Dilyan Georgiev / Exploring software engineering knowledge domains

Figure 1. Main SE and KM concepts found in research data

In terms of domains, the focus is on the knowledge that comes from the specific
environment and requires expertise that could provide solutions to a problem or set
of problems. In that manner, Knowledge management is used to drive at least one
of the five directions of development [43]:

• Ontology of Knowledge;

• Knowledge Management Systems (KMS);

• Role of Information Technologies;

• Managerial and Social issues;

• Knowledge Measurement.

All these directions aim to support the codification and personalisation pro-
cesses – previously defined in the SECI model, which describes the different types of
transformations between tacit and explicit knowledge – “organisational knowledge
creation involves continual interaction” between those two types of knowledge [28].
Those models can be added to the models defined by Nonaka and Takeuchi, Dav-
enport and Prusak, and Stewart, who define it as the “foundation of Knowledge
management and Intellectual Capital field” [50] and later try to set up a starting
point for the current overview.



Ann. Sofia Univ., Fac. Math. and Inf., 111, 2024, 35–53 39

2.1. Domain Knowledge in SE

The term domain is considered abstract since it expands the development field
by adding processes supporting a given product in its early-stage development.
These processes are critical in software engineering since they contribute to the
scope definition, architecture styles, product development, and delivery.

Approaches that establish concepts with higher agility coefficients affirm the
influence of the domain significantly when the scope is constantly changing, or the
software is planned to be supported in long-term exploitation. In both cases, all
decisions must be consistent within the context, technology trends, and other factors.

Most of the papers focus on how different requirements – functional and non-
functional affect the decisions regarding the software structure and the technol-
ogy stack used for its implementation. It is also necessary to distinguish between
methodologies focused on the development process and design patterns related to
the product’s overall performance. Having this in mind, Requirements engineering
is defined as the main driver in SE, on one hand, and Software architecture on the
other hand.

To clarify the approaches applied when generating knowledge, the domain
knowledge is split into Product and Process knowledge fields of research. Thus,
it will be acknowledged how a product could be described and normed according
to the client’s expectations and how the process defined during the project’s im-
plementation could contribute to the team’s efficiency by establishing a stable and
easy-to-follow workflow.

2.1.1. Product knowledge

When a product is described, it is essential to define it as a documented set of
components with their functionalities and relations. Descriptive languages often pro-
vide a machine-readable domain specification that could be enriched by introducing
meta-data and using conflict-detecting mechanisms based on a three-step analytic
process for validation, verification, and performance metrics.

In terms of the state KM is being introduced, this approach is used to transform,
for example, legacy systems “into easily accessible, well described, and interoperable,
modular services” [27]. Later, these descriptions could allow the team to apply
changes more quickly, especially within the agile software delivery process. Thus,
descriptive languages like UML, VEL [5], and WADL have a supportive role in
different development designs such as Quality-driven Architecture Design (QDAD),
Quality-Aware Rapid Software Development Design (Q-Rapids) [16], Transformation
models in dynamic environments [56] and older pipeline dev models like PLUSS
(Product Line Use case modelling for Systems and Software engineering) [1].

Meta-based models represent another perspective – focusing on the software
design, the business process, and its persistence, different data objects could be
categorised into relationships and correspondence models depending on the type,
usability, and consistency [11], prioritization [36], effort estimation, predictions, and
size measurement [42]. Compliance modelling, on the other hand, is focused on the
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abstract level of requirements engineering and identifies challenges in system mod-
elling, such as “missing linkage with the business use cases” [57] or difficulties in
understanding the connection between compliance requirements and design rules.
This adds new ways of understanding and could be developed further into theories
that could provide formalization and focus on stakeholders, opportunities, human re-
sources, working practices, and the software system itself [14]. All these models and
methods could be monitored via classification methods such as Gamification, which,
when applied during the development process, improves the team’s overall perfor-
mance [18], Prototyping, which focuses on data science projects and its three main
elements: Experimentation, Development, and self-discipline [2], or CASE which
considers Technical Debt when trying to reconstruct already existing solutions [24].

In product-centric companies, knowledge networks could provide critical infor-
mation via internal and external communication. For example, PISA models are
based on feedback and use different rating systems so the company can “identify im-
provement indications for next releases” [12]. Including the user in the development
process is also applied in “User-Centred Designs”, used for software products whose
end users have different expertise. Using the software is defined as part of their
working routine [60]. Another way to establish effective product management is the
product road mapping approach [35] or the Visual Milestone Planning (VMP) [15]
approach, which supports the product discovery process and the agile transforma-
tion, including the stakeholders in features prioritization. This applies in industries
such as Video Gaming, where virtual environment simulation is a crucial activity
when validating new ideas.

2.1.2. Process knowledge

Capturing the knowledge that a given software process generates is a challenge
for every team leader. Different methods that support this knowledge-gathering
activity are identified by separating the Software Development Lifecycle (SDLC).
There are various solutions, some focusing on how data is being handled, others –
on monitoring changes and product engineering.

In the early stages of the product, the main goal is to clarify requirements and
come up with a solution based on previous experiences. The portfolio-driven devel-
opment model is an advanced model of APLE (Agile Product Line Engineering) and
demands a more agile and rapid approach using “a collection of projects, programs,
and the other operations for achieving the business goals” [25]. Based on that, col-
lection managers can provide more accurate estimations, especially when working
with fixed resources.

During the implementation phase, the focus is on the value provided and how
the development process is executed – Waterfall, Iterative, V-Shaped, or Spiral.
There are many models with different priorities. However, when it comes to con-
tinuous improvement, there is a need for a transition model like LACE (Lean-Agile
Centre of Excellence) [8], which could remove impediments in large-scale projects.

Later during the quality assessment phase, non-functional requirements like se-
curity, maintainability, transparency, and endurance are considered. The result is
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a set of maturity models and concepts that target the SDLC, like the Capability
Maturity Model, which aims to “evaluate and assess security engineering practices”,
Cybersecurity Capability Maturity Model, which is designed to help organisations
“to improve their cybersecurity programs”, and Software Assurance Maturity Model,
which is an open framework for practice evaluation [37] which targets self-adaptive
systems and their business goals. Other concepts focus on user feedback and how
it is introduced to the requirements evolution [29], how the agile process’s efficiency
is measured [44], what metrication should be applied in order to increase the trans-
parency in customer-relationships-based platforms [40], microservice applications [7],
business intelligence systems [13] and industrial software products [45], how cyber-
security vulnerabilities could be identified via different communication models [26],
and even how QA could be evaluated statistically via algorithms like Majority voting,
ZenCrowd and Näıve Bayes [17].

2.2. Organisational knowledge in SE

One of the fundamental research projects is a state-of-the-art report which iden-
tifies the need of investigating the connection between how knowledge is managed
and how software processes are coordinated [46]:

Needs regarding behavioural KM:

• The need for domain knowledge;

• The need for knowledge capture and share;

• The need for knowledge about local policies;

• The need for knowledge about who knows what;

Needs regarding technocratic KM:

• The need for knowledge about new technologies;

• The need for knowledge about distance collaboration;

• The need for knowledge about new challenges and opportunities;

Having that in mind, different kinds of research could be further categorised into
two significant types of knowledge management. Similar classifications are discussed
through the years by adding more and more details regarding relationships and
possible outcomes.

2.2.1. Technocratic knowledge

Major studies point out the need for a more technocratic approach toward KM.
This includes cognitive analysis, a closer look at communication within a virtual
reality, event modelling, and data clustering based on common features [38]. This
is essential in project management since codification and documentation are vital
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activities when monitoring [4]. Knowledge modelling focused on applying the con-
ceptual and computational models when extracting functions or processing clustered
data – perceived complexity and managed risks contribute to using knowledge ar-
tifacts. So, several aspects of knowledge management can be classified within this
technocratic approach.

First, starting on a more global level, knowledge management systems should
be focused on software products like audit tools, HR management tools, and col-
laboration software. For example, audit tools help the organisation with crucial
activities via assets mapping, landscape mapping, flowcharts, competitive analysis,
diagnostics, critical function analysis, and benefit assessment [20]. The whole au-
dit modelling is fundamental if the company wants to improve its culture, establish
an effective working environment, and use its knowledge beneficially. From a tech-
nological perspective, the KMS could be centralized and decentralized and apply
techniques like knowledge discovery using surveys and audits, introducing knowl-
edge inventorying and mapping, broadcasting knowledge, competitive analysis, and
diagnostics [21].

Second, going further into info structures and data analysis, the main drivers
are the knowledge itself, characterised by a specific domain, a business process with
a given goal, and a context contributing to the process to be executed [22]. The sys-
tem’s design should be considered according to the scope, developing methodology,
human resources, additional assets, KM practices, and infrastructure elements [23].
Another critical issue that should be discussed is the monitoring process which should
provide abstract, meta-oriented views reflecting the organisational structure [55].

2.2.2. Behavioural knowledge

Regarding the behavioural approach, two main directions should be analysed,
one wrapped around team modelling and finding patterns within larger-scale projects.
The other is based on the Agile framework and how it could transform more promi-
nent companies into strongly connected knowledge communities.

Team patterns. Team patterns usually try to identify specific behaviour types
within a team that could be mapped with improved activities during work. Some
of the papers observed are focused on teamwork in educational institutions where
students are grouped and work in similar environments. Thus, the researchers could
identify different approaches in work by prioritizing the main drivers in software
development. For example, some of the process patterns include engineering-driven
development, where the main drivers are planning and design, code-driven develop-
ment, where coming up with prototypes is more efficient, and ad-hoc development,
where the priority is dynamic and could go towards engineering, coding or verifica-
tion and validation [19].

Research shows that human factors are under deep analysis, and according to
literature overviews, the main clusters describe how they are introduced effectively
in the SE process and how they improve it via education and motivation [32]. A
similar analysis applied on a large scale identifies the need to audit existing methods
and practices so teams can be more prepared and adaptable to any context. For



Ann. Sofia Univ., Fac. Math. and Inf., 111, 2024, 35–53 43

example, Global Software Development focuses on more abstract principles defining
software development as a “human-centric and socio-technical activity” and taking
cultural context into account when managing larger projects [33].

Agile on a larger scale. Since agile was successfully integrated into smaller
companies, managing to build compact and effective teams that could quickly deliver
value according to clients’ expectations, bigger enterprises try to adapt this simple
framework on a larger scale. Methods like Large Scale Scrum (LeSS), which could
be applied to up to “10 Scrum teams (of seven people)”, and LeSS Huge, which
could be applied to a “few thousand people working on one product” [48, 52] are
influential, especially when companies do not pay attention at early stages and grow
up rapidly. Scaled Agile Framework (SAFe) and Disciplined Agile Delivery (DAD),
on the other hand, define four levels: Team level, Program level, Portfolio level, and
Value stream level [41]. Some measurements identified via surveys are lead cycle and
release time, the value provided, the number of defects found, velocity, automation,
and predictability [30]. Others focus on maturity modelling, where levelling criteria
are strongly related to the agile process’s performance [49].

However, the main driver of the agile transformation is the agile coach himself –
his responsibilities include “building teams by providing realistic support during im-
plementation of agile processes, leading the team towards self-organisation” and “cre-
ating guidelines, setting goals and roadmaps” [53]. Lastly, agile transformation must
be evaluated via success factors like shared product vision, shared responsibilities,
shared knowledge, feedback, and ownership, and failure factors like lack of middle
management support, barriers to the production environment, excessive control by
the higher management, and lack of understanding from the stakeholders [51].

3. Model representation

Considering the different paradigms and aspects described in the previous sec-
tion, four groups can be formed depending on the context (Table 1), and key concepts
that include these knowledge domains can be identified.

The first group combines everything related to the product – studies are focused
on different approaches in the development setup that correspond to the context,

Table 1. Knowledge domain groups

Domain Organisation
Product Process Behavioural Technocratic
Design Change Team Knowledge

Architecture Improvement Agile Systems
Engineering Model Approach Projects

Systems Metrics Development Model
Software Quality attributes Methodologies Practices

Data Analysis Scrum Management
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from architecture-leading technologies like the Internet of things and Artificial Intel-
ligence, through domain-based concepts like Automobile industries and eLearning,
to fundamental processes of software engineering like Requirements elicitation and
Design patterns. This forms a wide field of discoveries about the domain that could
be patterned.

The second group is formed from the idea of Software Process Improvement.
These studies centre the process as a systematically arranged set of activities, each
contributing to the product’s development. This sets up requirements regarding
quality and introduces metrics that help validate and verify the software. Deploy-
ment and Maintenance are also very critical phases of every project – approaches like
DevOps and Meta-Modelling seriously impact how people can manage the product
after its release.

The third group is concentrated on human resources. The need to manage
intellectual capital triggers another narrative in scientific discoveries, which includes
experiments on all types of projects and their teams. These experiments investigated
how teams are formed in agile development, how technologies can be introduced
and later improved to reflect a team’s productivity, and how methodologies like
Lean and Scrum tackle significant problems like low motivation, knowledge loss, and
impediment documentation.

The last group is more abstract than the others – its goal is to categorize and
systematize any knowledge related to the other three domains and use it strategically
toward a successful closure. This includes Business patterns, Knowledge audits, and
Information systems that support the organisation.

The model is represented in Figure 2, reviewing how different types of knowledge
correspond to each other and formalise communications on higher and lower scales.
It identifies knowledge domains and how they could be introduced according to the

Figure 2. Knowledge types
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perspectives described above, but also identifies the main aspects that drive the
communication flow both horizontally and vertically through the organisation:

• Technologies represent all technological knowledge used for the solutions
company provides to the market. Technologies depend on the set of prob-
lems developers want to tackle, the difficulty that should be reached to deliver
a Minimum viable product (MVP), and the trends that influence the environ-
ment. The model compares the tech perspective to the organisation’s mission
and goals, as well as previous solutions developed;

• Methodologies represent all procedures the company applies regarding how
business processes should be executed, how knowledge is transferred from
one process to another, and how problems are handled to mitigate casualties.
Methodologies depend on the overall dynamics, the organisational structure,
what efficiency metrics have been established and how the product is being
represented as components that need to be delivered. If the deployment plan
requires bigger accuracy and quality is a primary driver of development, the
sprints are more extended with fewer deficiencies found afterward. However,
if the goal is value-oriented, shorter sprints with more frequent feedback are
expected;

• Culture represents how the organisation introduces the working environment,
and what values support its progress. This depends on the company’s mission
and vision and the socio-economic factors that influence the market. If it is an
international company, the culture is more globally considered since it should
apply to as many people as possible. But if the company is a local enterprise
that works with people within a given country, the culture should be oriented
according to the local mentality;

• Human resources represent all employees’ experience and abilities as assets
that should be monitored and used to fulfil company’s goals. They depend on
the technology stack defined, the culture the organisation establishes, and the
environment considered internally and externally.

4. Discussion

Several trends can be analysed, further developed, and enriched. First, KM
has a variety of applications on different levels, both from managerial and functional
perspectives. These aspects are cross-examined by describing the four different types
of knowledge, which shows the approaches and trends discussed in the previous
sections and how they support the KM process (Figure 3).

Technocratic knowledge a given company relies on supports the process knowl-
edge by setting up procedures everybody should know, and quality standards teams
should strictly comply with. By introducing a knowledge modelling structure that
correlates to the organisational one, different methodologies applied on a larger scale,
like Agile, could confirm a well-described, balanced, and customised set of workflows,
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Figure 3. Knowledge types relations

metrics, and instructions managers can use when starting a new project. This sets
the foundation that could guarantee a good start for every development process.

Technocratic knowledge could also support product knowledge by suggesting
technological solutions based on previous experiences and saving new experiences,
using them to improve the company’s reputation according to the dynamic ICT
environment. This is critical for industries whose progress counts on R&D and
concurrency between different enterprises.

On the other hand, behavioural knowledge focuses on how these solutions men-
tioned above correspond to the organisational culture and the company’s vision. In
terms of product knowledge, this results in development designs and teams that split
functionalities according to a given semantics and tackle technological problems by
setting up a CI process that supports the client’s expectations. In process knowledge,
however, the essential part stands for quality assessment and how methodologies
guarantee the proper execution of the development itself.

By further discussing how this categorisation could be expanded via local and
global perspectives, problems are meant to be handled from top-down and bottom-
up approaches. As Table 2 shows, knowledge is used locally for specific projects
and on a global scale by adding new experiences or improving overall performance.
This KM concept is relatively simple yet effective since there is a clear division be-
tween the management and the development that could be handled by a customised
communication strategy, for which bigger experience is needed.
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Table 2. Knowledge representation

Technocratic knowledge Behavioural knowledge
Global scale Local scale Global scale Local scale

Product
knowledge

Global
scale

Experience
and

portfolio
knowledge

Organisational
culture

Local
scale

Technological
solutions

Development
designs

Process
knowledge

Global
scale

Quality
standards

Quality
performance

Local
scale

Organisational
procedures

Methodologies

5. Conclusion and future work

In conclusion of this overview, Knowledge management has a meaningful role
in data flows not only on an organisational level but also on a project level. It can
be argued, especially in small and medium-sized companies, that the organisational
structure aims to evolve towards the communication channels – a process described
by Conway’s law. This corresponds to the vital process that started in the 90s
with the first methodologies, developed further in the 2000s, and formalized fully
nowadays.

Requirements should be more descriptive and considered when making software
structure decisions. When starting a project, most of the problems are related to how
teams describe the domain, how the context is perceived, and how communications
are established. If the scope is clear and well-defined, future problems could be
predicted not only about the development process but also about human resources.
This is a problem KM supports by introducing different types of solutions related to
the technological perspective on the one hand – KMS, automation, and knowledge
migration, and to the cultural perspective on the other – patterns, procedures, and
learning by sharing methods.

It is critical to highlight the role of the business itself – more and more compa-
nies delegate resources to investigate their data flows and how knowledge has been
spread among team members. This could be used for updating the organisation’s
culture, mission, and goals. In addition, big companies generate statistical data that
could be used for academic research, resulting in theories and taxonomies described
in the public literature.

In the future, these relations will be observed not only on the theoretical level
but also in practice. Knowledge contributes critical value to a company’s success
and will be further observed as enabling factor of shared learning and growth.



48 Dilyan Georgiev / Exploring software engineering knowledge domains

Appendix
Id Citation Keywords
P1 Ragab and Arisha [43] knowledge measurement, knowledge management
P2 Bjørnson and Dingsøyr [6] software engineering, knowledge management, learning

software organization, software process improvement, sys-
tematic review

P3 Centobelli et al. [9] entrepreneurship, factors affecting KM, KMSs, knowledge
management, performance, start-up firms, scalability

P4 Céspedes et al. [10] systematic literature review, DevOps, product quality,
ISO/IEC 25000

P5 M. Asrar-ul-Haq et al. [3] knowledge management, knowledge sharing, antecedents,
trends

P6 Iskandar et al. [27] knowledge management system, KMS, current issues, sys-
tematic literature review, big data issue in KMS

P7 Kiv et al. [30] agile manifesto, agile methods, agile methods adoption,
partial agile adoption, systematic literature review

P8 Marinho et al. [32] global software development, global teams, culture, sys-
tematic literature review

P9 Mora et al. [33] agile paradigm tenets, agile ITSM methods, agile software
engineering methods, FitSM, IT4IT, representative litera-
ture analysis

P10 Ouriques et al. [38] knowledge management, agile software development,
knowledge processes

P11 Saad and Zainudin [47] computational thinking, project-based learning, PBL-CT,
teaching and learning strategies

P12 Serenko and Bontis [50] knowledge management, process management, intellectual
capital

P13 Stray et al. [53] agile coaching, skills, tasks, systematic literature review,
agile transformation, software development practices

P14 Theobald et al. [54] agile leadership, agile management, agile organization, mo-
tivation, systematic literature review

P15 Venkitachalam and Busch [58] tacit knowledge, implicit knowledge, knowledge manage-
ment, research

P16 Wang and Noe [59] knowledge sharing, knowledge exchange, knowledge man-
agement
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[10] D. Céspedes, P. Angeleri, K. Melendez and A. Dávila, Software product quality in
DevOps contexts: A systematic literature review, in: Trends and Applications in
Software Engineering (CIMPS 2019), ed. by J. Mejia et al., Advances in Intelligent
Systems and Computing 1071, Springer, Cham, 2019, 51–64.

[11] M. El Hamlaoui, S. Bennani, S. Ebersold, M. Nassar, and B. Coulette, AHM: Han-
dling heterogeneous models matching and consistency via MDE, in: Evaluation of
Novel Approaches to Software Engineering (ENASE 2018), ed. by E. Damiani et al.,
Communications in Computer and Information Science 1023, Springer, Cham, 2018,
288–313, https://doi.org/10.1007/978-3-030-22559-9_13.

[12] F. Falcini and G. Lami, Embracing software process improvement in automotive
through PISA model, in: Product-Focused Software Process Improvement (PROFES
2019), ed. by X. Franch et al., LNCS 11915 Springer, Cham, 2019, 73–88, https:
//doi.org/10.1007/978-3-030-35333-9_5.

[13] I. Figalist, C. Elsner, J. Bosch and H. Olsson, An end-to-end framework for pro-
ductive use of machine learning in software analytics and business intelligence
solutions, in: Product-Focused Software Process Improvement (PROFES 2020),
ed. by M. Morisio et al., LNCS 12562, Springer, Cham, 2020, 217–233, https:
//doi.org/10.1007/978-3-030-64148-1_14.

[14] J. Fischbach, J., Frattini, D. Mendez, M. Unterkalmsteiner, H. Femmer and A. Vo-
gelsang, How do practitioners interpret conditionals in requirements?, in: Product-
Focused Software Process Improvement (PROFES 2021), ed. by L. Ardito et al.,
LNCS 13126, Springer, Cham, 2021, 85–102, https://doi.org/10.1007/978-3-
030-91452-3_6.

[15] D. Fontdevila, M. Genero, A. Oliveros and N. Paez, Evaluating the utility of
the usability model for software development process and practice, in: Product-
Focused Software Process Improvement (PROFES 2019), ed. by X. Franch et al.,
LNCS 11915, Springer, Cham, 2019, 741–757, https://doi.org/10.1007/978-3-
030-35333-9_57.

[16] X. Franch, L. Lopez, S. Mart́ınez-Fernández, M. Oriol, P. Rodŕıguez and A. Tren-
dowicz, Quality-aware rapid software development project: The Q-rapids project,



50 Dilyan Georgiev / Exploring software engineering knowledge domains

in: Software Technology: Methods and Tools (TOOLS 2019), ed. by M. Mazzara et
al., LNCS 11771, Springer, Cham, 2019, 378–392, https://doi.org/10.1007/978-
3-030-29852-4_32.

[17] T. Fredriksson, D. I. Mattos, J. Bosch and H. H. Olsson, Data labeling: An empir-
ical investigation into industrial challenges and mitigation strategies, in: Product-
Focused Software Process Improvement (PROFES 2020), ed. by M. Morisio et al.,
LNCS 12562, Springer, Cham, 2020, 202–216, https://doi.org/10.1007/978-3-
030-64148-1_13.
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THE INTEGRABILITY OF THE GENERALIZED HAMILTONIAN
SYSTEM
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This paper reviews the generalized Hamiltonian system and its connection to contact
transformations. The generalized Hamiltonian system is related to Herglotz variational
principle in the same way in which the Hamiltonian system is related to the classical
variational principle. We prove a criterion for the integrability of the generalized Hamil-
tonian system in terms of a complete set of first integrals, and a method of generating
such first integrals. These results are due to Gustav Herglotz.
Keywords: Herglotz variational principle, integrable systems, contact transformations,
integrability, complete integrability, generalized Hamiltonian system
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1. Introduction

In 1932 Gustav Herglotz gave a series of lectures on contact transformations,
the generalized Hamiltonian system

𝑑

𝑑𝑡
𝑥𝑗 =

𝜕ℋ
𝜕𝑝𝑗

,

𝑑

𝑑𝑡
𝑧 = 𝑝𝑗

𝜕ℋ
𝜕𝑝𝑗

−ℋ,

𝑑

𝑑𝑡
𝑝𝑗 = − 𝜕ℋ

𝜕𝑥𝑗
− 𝑝𝑗

𝜕ℋ
𝜕𝑧

, 𝑗 = 1, . . . , 𝑛,

where ℋ is a function of 𝑥1, . . . , 𝑥𝑛, 𝑧, 𝑝1, . . . , 𝑝𝑛, and the relationship between them.
The generalized Hamiltonian system is closely related to the variational principle,
proposed by Herglotz [15,16]. It is very powerful for giving a variational description
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of nonconservative processes involving one independent variable. It is more general
than the classical variational principle with one independent variable and contains
it as a special case.

In the variational principle of Herglotz the functional 𝑧, whose extrema are
sought, is defined by an ordinary differential equation rather than by an integral:

𝑑𝑧

𝑑𝑡
= 𝐿(𝑡, 𝑥, 𝑥̇, 𝑧), 0 ≤ 𝑡 ≤ 𝑠,

where 𝑡 is the only independent variable, 𝑥 ≡ (𝑥1, . . . , 𝑥𝑛) are the argument functions
of 𝑡, 𝑥̇ = 𝑑𝑥/𝑑𝑡. We denote 𝑧 = 𝑧[𝑥; 𝑠]. Herglotz showed that the value of this
functional is an extremum when its argument-functions 𝑥𝑘(𝑡) are solutions of the
generalized Euler-Lagrange equations

𝜕𝐿

𝜕𝑥𝑘
− 𝑑

𝑑𝑡

𝜕𝐿

𝜕𝑥̇𝑘
+
𝜕𝐿

𝜕𝑧

𝜕𝐿

𝜕𝑥̇𝑘
= 0, 𝑘 = 1, . . . , 𝑛.

His lectures revealed the remarkable geometry which underlines the generalized
Hamiltonian system and its integrability in terms of a complete set of first inte-
grals. They provide a method for generating first integrals for such systems. In
the present paper we review these results. The summation convention on repeated
indices is used throughout the paper.

Furta et al. show in [4] a close link between the Herglotz variational principle
and control and optimal control theories. It is also related to contact transfor-
mations, see Guenther et al. [14]. Herglotz’s work was motivated by ideas from
S. Lie [17,18] and others. For historical remarks through 1935 see Caratheodory [2].
The contact transformations, which can be derived from the generalized variational
principle, have found applications in thermodynamics. Mrugala shows in [20] that
the processes in equilibrium thermodynamics can be described by successions of
contact transformations acting in a suitably defined thermodynamic phase space.
The latter is endowed with a contact structure, closely related to the symplectic
structure. In [5] and [7] Georgieva et al. formulated and proved first and second
Noether-type theorems which yields a first integral corresponding to a known sym-
metry of the functional defined by the Herglotz variational principle; and an identity
corresponding to an infinite-dimensional symmetry of the Herglotz functional. For a
summary of the resent results related to the variational principle of Herglotz see [9].

In [6] Georgieva, Guenther and Bodurov introduce a new variational principle,
which extends the Herglotz principle to one with several independent variables. In
honor of Gustav Herglotz they named it in his name. This new varational principle
contains as special cases both the classical variational principle with several inde-
pendent variables and the Herglotz variational principle. It can describe not only
all physical processes which the classical variational principle can, but also many
others for which the classical variational principle is not applicable. It can give a
variational description of nonconservative processes involving physical fields.

The generalized variational principle with several independent variables is as
follows:
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Let the functional 𝑧 = 𝑧[𝑢; 𝑠] of 𝑢 = 𝑢(𝑡, 𝑥) be defined by an integro-differential
equation of the form

𝑑𝑧

𝑑𝑡
=

∫︁

Ω

ℒ(𝑡, 𝑥, 𝑢, 𝑢𝑡, 𝑢𝑥, 𝑧) 𝑑𝑛𝑥, 0 ≤ 𝑡 ≤ 𝑠, (1.1)

where 𝑡 and 𝑥 ≡ (𝑥1, . . . , 𝑥𝑛) are the independent variables, 𝑢 ≡ (𝑢1, . . . , 𝑢𝑚) are the
argument functions, 𝑢𝑥 ≡ (𝑢1𝑥, . . . , 𝑢

𝑚
𝑥 ), 𝑢𝑡 ≡ (𝑢1𝑡 , . . . , 𝑢

𝑚
𝑡 ) and 𝑢𝑖𝑥 ≡ (𝑢𝑖𝑥1 , . . . , 𝑢𝑖𝑥𝑛),

𝑖 = 1, . . . ,𝑚, 𝑑𝑛𝑥 ≡ 𝑑𝑥1 . . . 𝑑𝑥𝑛, and where the function ℒ is at least twice differ-
entiable with respect to 𝑢𝑥, 𝑢𝑡 and once differentiable with respect to 𝑡, 𝑥, 𝑧. Let
𝜂 ≡ (𝜂1(𝑡, 𝑥), . . . , 𝜂𝑚(𝑡, 𝑥)) have continuous first derivatives and otherwise be arbi-
trary except for the boundary conditions:

𝜂(0, 𝑥) = 𝜂(𝑠, 𝑥) = 0,

𝜂(𝑡, 𝑥) = 0 for 𝑥 ∈ 𝜕Ω, 0 ≤ 𝑡 ≤ 𝑠,

where 𝜕Ω is the boundary of Ω. Then, the value of the functional 𝑧[𝑢; 𝑠] is an
extremum for functions 𝑢 which satisfy the condition

𝑑

𝑑𝜀
𝑧[𝑢+ 𝜀𝜂; 𝑠]

⃒⃒
⃒⃒
𝜀=0

= 0.

The function ℒ, just as in the classical case, is called the Lagrangian density. It
should be observed that when a variation 𝜀𝜂 is applied to 𝑢, the integro-differential
equation defining the functional 𝑧 must be solved with the same fixed initial condition
𝑧(0) at 𝑡 = 0 and the solution evaluated at the same fixed final time 𝑡 = 𝑠 for all
varied argument functions 𝑢+ 𝜀𝜂.

Every function 𝑢 ≡ (𝑢1, . . . , 𝑢𝑚), for which the functional 𝑧 defined by the
integro-differential equation (1.1) has an extremum, is a solution of

𝜕ℒ
𝜕𝑢𝑖

− 𝑑

𝑑𝑡

𝜕ℒ
𝜕𝑢𝑖𝑡

− 𝑑

𝑑𝑥𝑘
𝜕ℒ
𝜕𝑢𝑖

𝑥𝑘

+
𝜕ℒ
𝜕𝑢𝑖𝑡

∫︁

Ω

𝜕ℒ
𝜕𝑧

𝑑𝑥 = 0, 𝑖 = 1, . . . ,𝑚. (1.2)

These equations are called (in correspondence with the classical case) the generalized
Euler-Lagrange equations.

It is important to observe that the definition of the functional 𝑧 by the integro-
differential equation reduces to the classical definition of a functional by an integral
when ℒ does not depend on 𝑧. Similarly, the generalized Euler-Lagrange equations
reduce to the classical Euler-Lagrange equations when ℒ does not depend on 𝑧.

Many examples of physical processes described with the generalized variational
principle of Herglotz are available in the papers [3, 5–10, 12]. Here we give two
applications for the convenience of the reader:

The first is the set of equations which describe the propagation of electromag-
netic waves in a conductive medium

𝑐2∇2E− 𝜕2E

𝜕𝑡

2

− 𝜎

𝜀

𝜕E

𝜕𝑡
= 0, (1.3)
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where E = (𝐸1, 𝐸2, 𝐸3) is the electric field vector, 𝑐 is the velocity of the electro-
magnetic waves, 𝜎 is the electrical conductivity and 𝜀 is the dielectric constant
of the medium. Exactly the same equation holds for the magnetic field vector
B = (𝐵1, 𝐵2, 𝐵3). These equations are direct consequence of the Maxwell’s equa-
tions in conjunction with the medium’s property equations J = 𝜎E and 𝜌 = 0, where
J = (𝐽1, 𝐽2, 𝐽3) is the current density and 𝜌 is the charge density. Equation (1.3)
and the equation for the magnetic vector field B = (𝐵1, 𝐵2, 𝐵3) can not be described
variationally via the classical variational principle, because their Frechet derivative is
not selfadjoint. Remarkably, they can be described variationally via the variational
principle proposed in [6]. In more detail:

One can easily verify that this system is the system of generalized Euler-
Lagrange equations for the functional 𝑧 defined by the integro-differential equation
with

ℒ = 𝑐2
𝜕𝐸𝑖

𝜕𝑥𝑗
𝜕𝐸𝑖

𝜕𝑥𝑗
− 𝜕𝐸𝑖

𝜕𝑡

𝜕𝐸𝑖

𝜕𝑡
+ 𝛼(𝑥)𝑧, 𝑖, 𝑗 = 1, 2, 3

and
𝜎

𝜀
=

∫︁

Ω

𝛼(𝑥) 𝑑3𝑥 = const.

As a second example of a physical process which can not be described variation-
ally via the classical variational principle, but can be given a variational description
with the variational principle of Bodurov [6] consider the nonlinear Schrödinger
equation with electromagnetic interaction and losses or gains

𝑖
𝜕Ψ

𝜕𝑡
− ΦΨ+ 𝜇

(︂
𝜕

𝜕𝑥𝑘
− 𝑖𝐴𝑘

)︂2

Ψ−𝐺(ΨΨ*, 𝑥)Ψ− 𝛽
𝑖

2
Ψ = 0, 𝛽 = const

for the wave function Ψ(𝑡, 𝑥1, 𝑥2, 𝑥3) with electromagnetic interaction and losses or
gains, where the summation index 𝑘 = 1, 2, 3. Here (Φ(𝑡, 𝑥1, 𝑥2, 𝑥3),A(𝑡, 𝑥1, 𝑥2, 𝑥3))

is the electromagnetic potential, 𝐺 is a real-valued function, and A is the vector
potential A = (𝐴1, 𝐴2, 𝐴3). The losses (𝛽 > 0) or gains (𝛽 < 0) are represented
with the term −𝛽 𝑖

2Ψ. This equation does not have a variational description with
the classical variational principle, because its Frechet derivative operator is not self-
adjoint. In [3] such a description is presented for this process via the generalized
variational principle of Herglotz with several independent variables, due to Bodurov.
In [3] it is shown that the functional 𝑧 is invariant under the gauge transformation

Φ′ = Φ− 𝜕𝑔

𝜕𝑡
, A′ = A+∇𝑥𝑔, Ψ′ = 𝑒𝑖𝑔Ψ,

where 𝑔 = 𝑔(𝑡, 𝑥1, 𝑥2, 𝑥3) is an arbitrary function, and an identity is found using
the main theorem in [12], due to Georgieva and Bodurov, which is satisfied by the
four-potential

(Φ(𝑡, 𝑥1, 𝑥2, 𝑥3),A(𝑡, 𝑥1, 𝑥2, 𝑥3))
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of the electromagnetic field. When the wave function Ψ is a solution to the nonlin-
ear Schrödinger equation with electromagnetic interaction and losses or gains, this
identity becomes

𝜕𝑄0

𝜕𝑡
−∇𝑥 ·Q− 𝛽𝑄0 = 0,

where Q = (𝑄1, 𝑄2, 𝑄3). In the classical case when 𝛽 = 0 this is the common
conservation law with 𝑄0-conserved density and Q conserved current. When 𝛽 ̸=
0 this identity becomes a continuity law – 𝑄0 is not conserved but generated or
dissipated (depending on the sign of 𝛽) at a rate proportional to 𝑄0 itself.

In [10] Georgieva introduces a method for finding the variational symmetries
of the functional in the generalized variational principle with several independent
variables proposed by Bodurov et al. in [6]. In [12] Georgieva and Bodurov formulate
and prove a theorem which gives an identity corresponding to an infinite-dimensional
symmetry of that functional.

After this brief overview of the variational principle of Herglotz and its general-
ization to one with several independent variables, let us return to contact transfor-
mations, the generalized Hamiltonian system and their connection to the variational
principle of Herglotz.

Let 𝑆 be a continuously differentiable one-to-one transformation defined on a
domain of R𝑛 ×R1 ×R𝑛 with range in R𝑛 ×R1 ×R𝑛 which we write in the form

𝑆(𝑥, 𝑧, 𝑝) = (𝑋(𝑥, 𝑧, 𝑝), 𝑍(𝑥, 𝑧, 𝑝), 𝑃 (𝑥, 𝑧, 𝑝)).

We assume that both it and its inverse are sufficiently differentiable so that the
computations below make sense, and that the Jacobian is distinct than zero. Such
a transformation is called an element transformation.

Definition 1.1. A contact transformation is an element transformation which
is one-to-one, on to, and for which 𝑝 · 𝑑𝑥− 𝑑𝑧 = 0 implies 𝑃 · 𝑑𝑋 − 𝑑𝑍 = 0.

Theorem 1.1. Equation (1.1) represents a contact transformation if and only
if there is a function 𝜌 = 𝜌(𝑥, 𝑧, 𝑝) ̸= 0 such that 𝑃 · 𝑑𝑋 − 𝑑𝑍 = 𝜌(𝑝 · 𝑑𝑥− 𝑑𝑧).

The proof can be found in [14].

Example 1.1. The Legendre transformation in 3-dimensional space

𝑋 = 𝑝, 𝑌 = 𝑞, 𝑍 = 𝑝𝑥+ 𝑞𝑦 − 𝑧, 𝑃 = 𝑥, 𝑄 = 𝑦

is a contact transformation, with 𝜌 = −1.

2. Special contact transformations

Definition 2.1. A contact transformation of the form

𝑋 = 𝑋̃(𝑥, 𝑝), 𝑍 = 𝑍(𝑥, 𝑝) + 𝑧, 𝑃 = 𝑃 (𝑥, 𝑝) (2.1)

is called a special contact transformation.
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Some of the most important applications of special contact transformations are
to Hamiltonian systems.

Theorem 2.1. A (general) contact transformation 𝑈 in the (𝑛+1)-dimensional
𝑥𝑧-space, R𝑛+1, can be extended to a special contact transformation 𝑈 in the (𝑛+2)-
dimensional 𝑥̄𝑧-space, R𝑛+2, which when restricted to the subspace R𝑛+1 of R𝑛+2

has the same effect as 𝑈 .

Proof. Let
𝑈 : 𝑋 = 𝑋(𝑥, 𝑧, 𝑝), 𝑍 = 𝑍(𝑥, 𝑧, 𝑝), 𝑃 = 𝑃 (𝑥, 𝑧, 𝑝) (2.2)

be a general contact transformation in R𝑛+1. By Theorem 1.1, there is a function
𝜌 = 𝜌(𝑥, 𝑧, 𝑝) ̸= 0 such that

𝑃 · 𝑑𝑋 − 𝑑𝑍 = 𝜌(𝑝 · 𝑑𝑥− 𝑑𝑧). (2.3)

Let 𝑥̄ = (𝑥̄1, . . . , 𝑥̄𝑛, 𝑥̄𝑛+1) be a point in R𝑛+1, where 𝑥̄𝑖 = 𝑥𝑖 for 𝑖 = 1, . . . , 𝑛 and
𝑥̄𝑛+1 = −𝑧. Then (𝑥̄, 𝑧) ∈ R𝑛+2. In the image space, we adjoin an additional coor-
dinate, 𝑍, so that (𝑋,𝑍) is in a domain in R𝑛+2, where 𝑋 = (𝑋1, . . . , 𝑋𝑛, 𝑋𝑛+1),
𝑋𝑖 = 𝑋𝑖 for 𝑖 = 1, . . . , 𝑛 and 𝑋𝑛+1 = −𝑍. Next, let 𝑝𝑛+1, 𝑃𝑛+1 be direction
coefficients. We shall choose 𝑃𝑛+1 appropriately below. Equation (2.3) becomes

𝑃𝑖𝑑𝑋𝑖 + 𝑑𝑋𝑛+1 = 𝜌 (𝑝𝑖𝑑𝑥̄𝑖 + 𝑑𝑥̄𝑛+1) . (2.4)

Let 𝑝1, . . . , 𝑝𝑛+1 be direction coefficients, where 𝑝1, . . . , 𝑝𝑛 are related to 𝑝1, . . . , 𝑝𝑛
by 𝑝𝑖 = 𝑝𝑖𝑝𝑛+1, 𝑖 = 1, . . . , 𝑛. Also, define 𝑃 1, . . . , 𝑃𝑛 by 𝑃 𝑖 = 𝑃𝑖𝑃𝑛+1, 𝑖 = 1, . . . , 𝑛,
and 𝑃𝑛+1 is chosen as follows. From (2.4) we have

𝑃 𝑖

𝑃𝑛+1

𝑑𝑋𝑖 + 𝑑𝑋𝑛+1 = 𝜌

(︂
𝑝𝑖
𝑝𝑛+1

𝑑𝑥̄𝑖 + 𝑑𝑥̄𝑛+1

)︂

or

𝑃 𝑖 𝑑𝑋𝑖 =
𝜌𝑃𝑛+1

𝑝𝑛+1
𝑝𝑖 𝑑𝑥̄𝑖, 𝑖 = 1, . . . , 𝑛+ 1.

The transformation 𝑈 : (𝑥, 𝑧, 𝑝) → (𝑋,𝑍, 𝑃 ) is extended to the transformation
𝑈 : (𝑥̄, 𝑧, 𝑝) → (𝑋,𝑍, 𝑃 ) by adjoining to the 2𝑛 + 1 equations defining 𝑈 , the two
additional equations 𝑍 = 𝑧, 𝑃𝑛+1 = (1/𝜌)𝑝𝑛+1. The system of equations

𝑋𝑗 = 𝑋𝑗(𝑥,−𝑥𝑛+1, 𝑝) ≡ 𝑋𝑗(𝑥̄, 𝑝), 𝑗 = 1, . . . , 𝑛,

𝑋𝑛+1 = −𝑍(𝑥,−𝑥𝑛+1, 𝑝) ≡ 𝑋𝑛+1(𝑥̄, 𝑝),

𝑍 = 0 + 𝑧 (i.e. 𝑍(𝑥̄, 𝑝) = 0),

𝑃 𝑗 = (𝑝𝑛+1/𝜌)𝑃𝑗(𝑥,−𝑥𝑛+1, 𝑝) ≡ 𝑃 𝑗(𝑥̄, 𝑝), 𝑗 = 1, . . . , 𝑛,

𝑃𝑛+1 = (1/𝜌)𝑝𝑛+1 ≡ 𝑃𝑛+1(𝑥̄, 𝑝)

(2.5)

is a special contact transformation in R𝑛+2 which satisfies 𝑃 ·𝑑𝑋 = 𝑝·𝑑𝑥̄. Conversely,
when restricted to R𝑛+1, (2.5) defines a contact transformation which coincides
with (2.2).



Ann. Sofia Univ., Fac. Math. and Inf., 111, 2024, 55–76 61

Example 2.1. The extension 𝑈 of the Legendre transformation in Example 1.1
is

𝑋𝑖 = 𝑋𝑖 = 𝑝𝑖 =
𝑝𝑖
𝑝𝑛+1

, 𝑖 = 1, . . . , 𝑛,

𝑋𝑛+1 = −𝑍 = −
(︂

𝑝𝑖
𝑝𝑛+1

𝑥̄𝑖 + 𝑥̄𝑛+1

)︂
,

𝑍 = 𝑧,

𝑃 𝑖 = 𝑃𝑖𝑃𝑛+1 = 𝑥𝑖𝑃𝑛+1 = 𝑥̄𝑖𝑃𝑛+1 = −𝑥̄𝑖𝑝𝑛+1, 𝑖 = 1, . . . , 𝑛,

𝑃𝑛+1 = −𝑝𝑛+1.

Returning now to transformations in R𝑛+1, we drop the bar notation.

Theorem 2.2. An element transformation of the form (2.1)

𝑋 = 𝑋(𝑥, 𝑝), 𝑍 = 𝑍(𝑥, 𝑝) + 𝑧, 𝑃 = 𝑃 (𝑥, 𝑝)

is a special contact transformation if and only if the equation

𝑃 · 𝑑𝑋 − 𝑝 · 𝑑𝑥 = 𝑑(𝑍 − 𝑧) = 𝑑𝑍 (2.6)

holds, where 𝑑𝑍 is the total differential of a function 𝑍 of (𝑥, 𝑝).

Condition (2.6) yields
(︂
𝑃𝑖
𝜕𝑋𝑖

𝜕𝑥𝑗
− 𝑝𝑗

)︂
𝑑𝑥𝑗 + 𝑃𝑖

𝜕𝑋𝑖

𝜕𝑝𝑗
𝑑𝑝𝑗 =

𝜕𝑍

𝜕𝑥𝑗
𝑑𝑥𝑗 +

𝜕𝑍

𝜕𝑝𝑗
𝑑𝑝𝑗

or, comparing coefficients,

𝜕𝑍

𝜕𝑥𝑗
= 𝑃𝑖

𝜕𝑋𝑖

𝜕𝑥𝑗
− 𝑝𝑗 , 𝑗 = 1, . . . , 𝑛,

𝜕𝑍

𝜕𝑝𝑗
= 𝑃𝑖

𝜕𝑋𝑖

𝜕𝑝𝑗
, 𝑗 = 1, . . . , 𝑛.

(2.7)

These conditions characterize contact transformations of the form 𝑋 = 𝑋(𝑥, 𝑝),
𝑃 = 𝑃 (𝑥, 𝑝) in the 2𝑛-dimensional 𝑥𝑝-space. Such transformations are also referred
to as canonical transformations.

Using the equivalence of the mixed second partial derivatives for 𝑍 and (2.7)
one obtains conditions on (𝑋(𝑥, 𝑝), 𝑃 (𝑥, 𝑝)) that are independent of 𝑍:

𝜕𝑃𝑖

𝜕𝑥𝑘

𝜕𝑋𝑖

𝜕𝑥𝑗
− 𝜕𝑃𝑖

𝜕𝑥𝑗

𝜕𝑋𝑖

𝜕𝑥𝑘
= 0, 𝑗, 𝑘 = 1, . . . , 𝑛,

𝜕𝑃𝑖

𝜕𝑝𝑘

𝜕𝑋𝑖

𝜕𝑥𝑗
− 𝜕𝑃𝑖

𝜕𝑥𝑗

𝜕𝑋𝑖

𝜕𝑝𝑘
= 𝛿𝑗𝑘, 𝑗, 𝑘 = 1, . . . , 𝑛,

𝜕𝑃𝑖

𝜕𝑝𝑘

𝜕𝑋𝑖

𝜕𝑝𝑗
− 𝜕𝑃𝑖

𝜕𝑝𝑗

𝜕𝑋𝑖

𝜕𝑝𝑘
= 0, 𝑗, 𝑘 = 1, . . . , 𝑛,

where 𝛿𝑗𝑘 is the Kronecker delta.
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3. Characterization of the general contact transformation

Consider the transformation (𝑥, 𝑧, 𝑝) → (𝑥̄, 𝑧, 𝑝), where we use the bar notation:

𝑥̄𝑖 = 𝑥𝑖, 𝑥̄𝑛+1 = −𝑧, 𝑝𝑖 = 𝑝𝑛+1𝑝𝑖, 𝑖 = 1, . . . , 𝑛. (3.1)

Let 𝑓 = 𝑓(𝑥, 𝑧, 𝑝), 𝑔 = 𝑔(𝑥, 𝑧, 𝑝) be two differentiable functions, and

𝑓(𝑥, 𝑧, 𝑝) = 𝑓(𝑥1, . . . , 𝑥𝑛, 𝑧, 𝑝1, . . . , 𝑝𝑛)

= 𝑓(𝑥̄1, . . . , 𝑥̄𝑛,−𝑥̄𝑛+1, 𝑝1/𝑝𝑛+1, . . . , 𝑝𝑛/𝑝𝑛+1)

≡ 𝑓(𝑥̄, 𝑝)

and similarly 𝑔(𝑥, 𝑧, 𝑝) ≡ 𝑔(𝑥̄, 𝑝). The Poisson bracket for the pair of functions 𝑓
and 𝑔 is given by

[𝑓, 𝑔]𝑥̄𝑝 =
𝜕𝑓

𝜕𝑥̄𝑗

𝜕𝑔

𝜕𝑝𝑗
− 𝜕𝑓

𝜕𝑝𝑗

𝜕𝑔

𝜕𝑥̄𝑗
. (3.2)

We may now rewrite this expression in terms of the original variables

𝜕𝑓

𝜕𝑥̄𝑖
=

𝜕𝑓

𝜕𝑥𝑖
,

𝜕𝑓

𝜕𝑝𝑖
=

1

𝑝𝑛+1

𝜕𝑓

𝜕𝑝𝑖
, 𝑖 = 1, . . . , 𝑛,

𝜕𝑓

𝜕𝑥̄𝑛+1
= −𝜕𝑓

𝜕𝑧
,

𝜕𝑓

𝜕𝑝𝑛+1
= − 𝜕𝑓

𝜕𝑝𝑖

𝑝𝑖
𝑝2𝑛+1

= − 1

𝑝𝑛+1
𝑝𝑖
𝜕𝑓

𝜕𝑝𝑖
, 𝑝𝑖 =

𝑝𝑖
𝑝𝑛+1

,

and similar formulas for 𝑔 hold. Then formula (3.2) takes the form

[𝑓, 𝑔]𝑥̄𝑝 =
1

𝑝𝑛+1

(︂
𝜕𝑓

𝜕𝑥𝑗

𝜕𝑔

𝜕𝑝𝑗
− 𝜕𝑓

𝜕𝑝𝑗

𝜕𝑔

𝜕𝑥𝑗

)︂
+

1

𝑝𝑛+1

(︂
𝜕𝑓

𝜕𝑧
𝑝𝑗
𝜕𝑔

𝜕𝑝𝑗
− 𝜕𝑔

𝜕𝑧
𝑝𝑗
𝜕𝑓

𝜕𝑝𝑗

)︂

=
1

𝑝𝑛+1

(︂(︂
𝜕𝑓

𝜕𝑥𝑗
+ 𝑝𝑗

𝜕𝑓

𝜕𝑧

)︂
𝜕𝑔

𝜕𝑝𝑗
−
(︂
𝜕𝑔

𝜕𝑥𝑗
+ 𝑝𝑗

𝜕𝑔

𝜕𝑧

)︂
𝜕𝑓

𝜕𝑝𝑗

)︂
.

(3.3)

The symbol

{𝑓, 𝑔}𝑥𝑧𝑝 =

(︂
𝜕𝑓

𝜕𝑥𝑗
+ 𝑝𝑗

𝜕𝑓

𝜕𝑧

)︂
𝜕𝑔

𝜕𝑝𝑗
−
(︂
𝜕𝑔

𝜕𝑥𝑗
+ 𝑝𝑗

𝜕𝑔

𝜕𝑧

)︂
𝜕𝑓

𝜕𝑝𝑗
(3.4)

is called the Mayer bracket of 𝑓 and 𝑔. Equation (3.3) in terms of the Mayer bracket
takes the form

[𝑓, 𝑔]𝑥̄𝑝 =
1

𝑝𝑛+1
{𝑓, 𝑔}𝑥𝑧𝑝. (3.5)

The Mayer bracket satisfies properties similar to those of the Poisson bracket.

Theorem 3.1. Let 𝑓 , 𝑔, ℎ be differentiable functions of the variables (𝑥, 𝑦, 𝑧)
and let 𝛼 be a constant. Then:

i) {𝑓, 𝑔} = −{𝑔, 𝑓}, {𝑓, 𝑓} = 0;

ii) {𝛼, 𝑓} = 0, {𝛼𝑓, 𝑔} = 𝛼{𝑓, 𝑔};
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iii) {𝑓 + 𝑔, ℎ} = {𝑓, ℎ}+ {𝑔, ℎ};

iv) {𝑓𝑔, ℎ} = 𝑔{𝑓, ℎ}+ 𝑓{𝑔, ℎ};

v) The Jacobi identity holds in the form

{𝑓{𝑔, ℎ}}+ {𝑔{ℎ, 𝑓}}+ {ℎ{𝑓, 𝑔}}+ 𝑓𝑧{𝑔, ℎ}+ 𝑔𝑧{ℎ, 𝑓}+ ℎ𝑧{𝑓, 𝑔} = 0.

Note that the subscripts 𝑥𝑧𝑝 have been dropped.
Equation (3.5) leads to a formula describing how the Mayer bracket changes

under a contact transformation.

Theorem 3.2. The element transformation

𝑋 = 𝑋(𝑥, 𝑧, 𝑝), 𝑍 = 𝑍(𝑥, 𝑧, 𝑝), 𝑌 = 𝑌 (𝑥, 𝑧, 𝑝)

is a contact transformation with multiplier 𝜌 if and only if up to a factor 1/𝜌 it
leaves the Mayer bracket of two arbitrary differentiable functions invariant

{𝐹,𝐺}𝑋𝑍𝑃 =
1

𝜌
{𝑓, 𝑔}𝑥𝑧𝑝.

Proof. Let
𝑋 = 𝑋(𝑥, 𝑧, 𝑝), 𝑍 = 𝑍(𝑥, 𝑧, 𝑝), 𝑃 = 𝑃 (𝑥, 𝑧, 𝑝)

be contact transformation, and let

𝑥 = 𝑥(𝑋,𝑍, 𝑃 ), 𝑧 = 𝑧(𝑋,𝑍, 𝑃 ), 𝑝 = 𝑝(𝑋,𝑍, 𝑃 )

be its inverse. Set

𝐹 (𝑋,𝑍, 𝑃 ) = 𝐹 (𝑋(𝑥, 𝑧, 𝑝), 𝑍(𝑥, 𝑧, 𝑝), 𝑃 (𝑥, 𝑧, 𝑝)) ≡ 𝑓(𝑥, 𝑧, 𝑝),

𝐺(𝑋,𝑍, 𝑃 ) = 𝐺(𝑋(𝑥, 𝑧, 𝑝), 𝑍(𝑥, 𝑧, 𝑝), 𝑃 (𝑥, 𝑧, 𝑝)) ≡ 𝑔(𝑥, 𝑧, 𝑝).

Now lift the variables one dimension and set

𝑋𝑖 = 𝑋𝑖, 𝑋𝑛+1 = −𝑍, 𝑃 𝑖 = 𝑃𝑛+1𝑃𝑖, 𝑃𝑛+1 =
1

𝜌
𝑝𝑛+1.

We use the fact that canonical transformations preserve the form of the Poisson
bracket, and formula (3.5) to get

1

𝑝𝑛+1
{𝑓, 𝑔}𝑥𝑧𝑝 = [𝑓, 𝑔]𝑥̄𝑝 = [𝐹 , 𝐺̄]𝑋𝑃 =

1

𝑃𝑛+1

{𝐹,𝐺}𝑋𝑍𝑃 ,

or since 𝑃𝑛+1/𝑝𝑛+1 = 1/𝜌, {𝐹,𝐺}𝑋𝑍𝑃 = (1/𝜌){𝑓, 𝑔}𝑥𝑧𝑝.

Theorem 3.2 suggests that the Mayer bracket plays the same role for gen-
eral contact transformations as the Poisson bracket plays for the special (canonical)
transformations.
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Theorem 3.3. In order for the one-to-one element transformation 𝑋 =
𝑋(𝑥, 𝑧, 𝑝), 𝑍 = 𝑍(𝑥, 𝑧, 𝑝), 𝑌 = 𝑌 (𝑥, 𝑧, 𝑝), which satisfies the relationship

𝑃𝑗 𝑑𝑋𝑗 − 𝑑𝑍 = 𝜌(𝑝𝑘 𝑑𝑥𝑘 − 𝑑𝑧) (3.6)

with 𝜌(𝑥, 𝑧, 𝑝) ̸= 0, to be a contact transformation, it is necessary and sufficient that
the following relations are satisfied :

{𝑋𝑖, 𝑋𝑗}𝑥𝑧𝑝 = 0, 𝑖, 𝑗 = 1, . . . , 𝑛,

{𝑋𝑖, 𝑃𝑗}𝑥𝑧𝑝 = 𝜌𝛿𝑖𝑗 , 𝑖, 𝑗 = 1, . . . , 𝑛,

{𝑋𝑖, 𝑍}𝑥𝑧𝑝 = 0, 𝑖 = 1, . . . , 𝑛,

{𝑃𝑖, 𝑃𝑗}𝑥𝑧𝑝 = 0, 𝑖, 𝑗 = 1, . . . , 𝑛,

{𝑃𝑖, 𝑍}𝑥𝑧𝑝 = −𝜌𝑃𝑖, 𝑖 = 1, . . . , 𝑛.

(3.7)

Moreover, the following conditions hold :

{𝜌,𝑋𝑗}𝑥𝑧𝑝 = 𝜌
𝜕𝑋𝑗

𝜕𝑧
,

{𝜌, 𝑍}𝑥𝑧𝑝 = 𝜌
𝜕𝑍

𝜕𝑧
− 𝜌2,

{𝜌, 𝑃𝑗}𝑥𝑧𝑝 = 𝜌
𝜕𝑃𝑗

𝜕𝑧
.

(3.8)

Proof. Notice that {𝑋𝑖, 𝑋𝑗}𝑥𝑧𝑝 = 𝜌{𝑋𝑖, 𝑋𝑗}𝑋𝑍𝑃 = 0, 𝑖, 𝑗 = 1, . . . , 𝑛. The rest of
the equations (3.7) are obtained similarly. The derivations of equations (3.8) are
lengthy and can be found in [14].

Corollary 3.1. The functions (𝑋,𝑃 ) of a contact transformation are indepen-
dent of 𝑧 if and only if 𝜌 is a constant.

Proof. We observe that

𝜕𝜌

𝜕𝑋𝑗
=
𝜕𝑃𝑗

𝜕𝑧
+

1

𝜌

𝜕𝜌

𝜕𝑧
𝑃𝑗 , 𝑗 = 1, . . . , 𝑛,

𝜕𝜌

𝜕𝑃𝑗
= −𝜕𝑋𝑗

𝜕𝑧
, 𝑗 = 1, . . . , 𝑛,

𝜕𝜌

𝜕𝑍
= −1

𝜌

𝜕𝜌

𝜕𝑧
.

We will show how to obtain the second of these equations

{𝜌,𝑋𝑗}𝑋𝑍𝑃 =

(︂
𝜕𝜌

𝜕𝑋𝑖
+ 𝑃𝑖

𝜕𝜌

𝜕𝑍

)︂
𝜕𝑋𝑗

𝜕𝑃𝑖
−
(︂
𝜕𝑋𝑗

𝜕𝑋𝑖
+ 𝑃𝑖

𝜕𝑋𝑗

𝜕𝑍

)︂
𝜕𝜌

𝜕𝑃𝑖
= − 𝜕𝜌

𝜕𝑃𝑗
,

since 𝜕𝑋𝑗/𝜕𝑃𝑖 = 𝜕𝑋𝑗/𝜕𝑍 = 0 and 𝜕𝑋𝑖/𝜕𝑋𝑗 = 𝛿𝑖𝑗 . Also, by one of the identi-
ties (3.8), {𝜌,𝑋𝑗}𝑋𝑍𝑃 = (1/𝜌){𝜌,𝑋𝑗}𝑥𝑧𝑝 = 𝜕𝑋𝑗/𝜕𝑧. Similar calculations produce
the other two equations.
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Theorem 3.4. Let 𝑋1, . . . , 𝑋𝑛, 𝑍 be 𝑛 + 1 independent functions which are
pairwise in involution with respect to the Mayer bracket. Then there is precisely one
contact transformation for which these are the first 𝑛+1 functions and the remaining
𝑛+1 functions 𝑃1, . . . , 𝑃𝑛, 𝜌 may be obtained by solving a linear system of equations.

Proof. If the 𝑛 + 1 independent functions 𝑍,𝑋1, . . . , 𝑋𝑛 of (𝑥, 𝑧, 𝑝) are pairwise in
involution, that is if they satisfy {𝑍,𝑋𝑖}𝑥𝑧𝑝 = 0, {𝑋𝑖, 𝑋𝑗}𝑥𝑧𝑝 = 0, then the functions
𝑃1, . . . , 𝑃𝑛, 𝜌 can be calculated as follows. By equating coefficients in the defining
identity (3.6) for a contact transformation, we obtain the system

𝑃𝑖

𝜌

𝜕𝑋𝑖

𝜕𝑥𝑗
− 1

𝜌

𝜕𝑍

𝜕𝑥𝑗
= 𝑝𝑗 , 𝑗 = 1, . . . , 𝑛,

𝑃𝑖

𝜌

𝜕𝑋𝑖

𝜕𝑧
− 1

𝜌

𝜕𝑍

𝜕𝑧
= −1,

𝑃𝑖

𝜌

𝜕𝑋𝑖

𝜕𝑝𝑗
− 1

𝜌

𝜕𝑍

𝜕𝑝𝑗
= 0, 𝑗 = 1, . . . , 𝑛.

(3.9)

Since 𝑋1, . . . , 𝑋𝑛, 𝑍 are functionally independent, the rank of the matrix

(︂
𝑋𝑥 𝑍𝑥

𝑋𝑧 𝑍𝑧

)︂
=

(︃
𝜕𝑋𝑖

𝜕𝑥𝑗

𝜕𝑍
𝜕𝑥𝑗

𝜕𝑋𝑖

𝜕𝑧
𝜕𝑍
𝜕𝑧

)︃
(3.10)

is 𝑛 + 1, so the first 𝑛 + 1 equations in the above system can be solved for 𝑃𝑖/𝜌,
𝑖 = 1, . . . , 𝑛, and 1/𝜌. We now must show that the last 𝑛 equations in system (3.9)
are satisfied identically. For that consider the expression

𝑃𝑗

𝜌
{𝑋𝑖, 𝑋𝑗} −

1

𝜌
{𝑋𝑖, 𝑍} =

(︂
𝜕𝑋𝑖

𝜕𝑥𝑘
+ 𝑝𝑘

𝜕𝑋𝑖

𝜕𝑧

)︂(︂
𝑃𝑗

𝜌

𝜕𝑋𝑗

𝜕𝑝𝑘
− 1

𝜌

𝜕𝑍

𝜕𝑝𝑘

)︂

−
(︂
𝜕𝑋𝑗

𝜕𝑥𝑘

𝑃𝑗

𝜌
− 1

𝜌

𝜕𝑍

𝜕𝑥𝑘

)︂
𝜕𝑋𝑖

𝜕𝑝𝑘
− 𝑝𝑘

(︂
𝜕𝑋𝑗

𝜕𝑧

𝑃𝑗

𝜌
− 𝜕𝑍

𝜕𝑧

1

𝜌

)︂
𝜕𝑋𝑖

𝜕𝑝𝑘
.

Taking in consideration the validity of the first two equations in system (3.9) and
that {𝑋𝑖, 𝑋𝑗} = 0 and {𝑋𝑖, 𝑍} = 0, we obtain

(︂
𝜕𝑋𝑖

𝜕𝑥𝑘
+ 𝑝𝑘

𝜕𝑋𝑖

𝜕𝑧

)︂(︂
𝑃𝑗

𝜌

𝜕𝑋𝑗

𝜕𝑝𝑘
− 1

𝜌

𝜕𝑍

𝜕𝑝𝑘

)︂
= 0. (3.11)

Since the columns of the matrix (3.10) are linearly independent, identity (3.11)
implies that the last 𝑛 equations in system (3.9) are identically satisfied.

4. One-parameter families of contact transformations

We now consider the special system of 2𝑛+ 1 differential equations for 2𝑛+ 1
unknowns 𝑋 = (𝑋1, . . . , 𝑋𝑛), 𝑍, 𝑋 = (𝑃1, . . . , 𝑃𝑛)

𝑋̇ = 𝜉(𝑋,𝑍, 𝑃, 𝑡), 𝑍̇ = 𝜁(𝑋,𝑍, 𝑃, 𝑡), 𝑃̇ = 𝜋(𝑋,𝑍, 𝑃, 𝑡), (4.1)
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which satisfy the initial conditions

𝑋 = 𝑥, 𝑍 = 𝑧, 𝑃 = 𝑝, when 𝑡 = 0. (4.2)

The functions 𝜉 = (𝜉1, . . . , 𝜉𝑛), 𝜁, 𝜋 = (𝜋1, . . . , 𝜋𝑛) are all assumed to be continuously
differentiable. The solutions to (4.1), (4.2)

𝑋 = 𝑋(𝑥, 𝑧, 𝑝, 𝑡), 𝑍 = 𝑍(𝑥, 𝑧, 𝑝, 𝑡), 𝑃 = 𝑃 (𝑥, 𝑧, 𝑝, 𝑡) (4.3)

determine a family of transformations

𝑆𝑡 : (𝑥, 𝑧, 𝑝) → (𝑋,𝑍, 𝑃 ). (4.4)

In this section we give the necessary and sufficient conditions for the transforma-
tions (4.4) to be contact transformations uniformly in 𝑡.

Theorem 4.1. In order for solution (4.3) of system (4.1) to represent a one-
parameter family of contact transformations containing the identity, it is neces-
sary that (4.1) be a canonical system, that is, that there exists a function, ℋ =
ℋ(𝑋,𝑍, 𝑃, 𝑡) called the characteristic function, such that the system (4.1) has the
form

𝑑

𝑑𝑡
𝑋𝑗 =

𝜕ℋ
𝜕𝑃𝑗

,

𝑑

𝑑𝑡
𝑍 = 𝑃𝑗

𝜕ℋ
𝜕𝑃𝑗

−ℋ,

𝑑

𝑑𝑡
𝑃𝑗 = − 𝜕ℋ

𝜕𝑋𝑗
− 𝑃𝑗

𝜕ℋ
𝜕𝑍

, 𝑗 = 1, . . . , 𝑛.

(4.5)

Proof. In Section 3 we had found that the transformations must satisfy

𝑃 · 𝑑𝑋 − 𝑑𝑍 = 𝜌(𝑝 · 𝑑𝑥− 𝑑𝑧), 𝜌 ̸= 0. (4.6)

(4.6) is supposed to hold when the differentials are calculated only with respect to
the spatial variables. When 𝑋, 𝑍, 𝑃 also depend on 𝑡, then 𝑑𝑍 is given by

𝑑𝑍 =
𝜕𝑍

𝜕𝑥𝑗
𝑑𝑥𝑗 +

𝜕𝑍

𝜕𝑧
𝑑𝑧 +

𝜕𝑍

𝜕𝑝𝑗
𝑑𝑝𝑗 +

𝜕𝑍

𝜕𝑡
𝑑𝑡.

A similar assertion holds for the 𝑑𝑋𝑖. Thus, condition (4.6) must be replaced by

𝑃𝑖 𝑑𝑋𝑖 − 𝑑𝑍 −
(︂
𝑃𝑖
𝜕𝑋𝑖

𝜕𝑡
− 𝜕𝑍

𝜕𝑡

)︂
𝑑𝑡 = 𝜌(𝑝𝑖 𝑑𝑥𝑖 − 𝑑𝑧). (4.7)

By (4.1), 𝜕𝑋𝑖/𝜕𝑡 = 𝜉𝑖(𝑋,𝑍, 𝑃, 𝑡), 𝜕𝑍/𝜕𝑡 = 𝜁(𝑋,𝑍, 𝑃, 𝑡). Let us introduce the
function

ℋ ≡ ℋ(𝑋,𝑍, 𝑃, 𝑡) ≡ 𝑃𝑖𝜉𝑖(𝑋,𝑍, 𝑃, 𝑡)− 𝜁(𝑋,𝑍, 𝑃, 𝑡). (4.8)

Then relation (4.7) takes the form

𝑃 · 𝑑𝑋 − 𝑑𝑍 = 𝜌(𝑝 · 𝑑𝑥− 𝑑𝑧) +ℋ 𝑑𝑡. (4.9)
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If 𝑑𝑡 = 0, equation (4.9) reduces to (4.6). (4.9) represents a system of 2𝑛 + 2
equations relating the variables (𝑋,𝑍, 𝑃, 𝑡) with those of (𝑥, 𝑧, 𝑝, 𝑡), which is obtained
by expanding the differentials and comparing coefficients. To obtain the conditions
we seek, we shall rewrite these conditions in the (𝑋,𝑍, 𝑃, 𝑡) variables. This is most
simply done by working directly with (4.9). First differentiate (4.9) with respect to
𝑡 and note that the differential operator, 𝑑, commutes with the differentiation 𝑑/𝑑𝑡.
This leads to

𝜋𝑗 𝑑𝑋𝑗 + 𝑃𝑗 𝑑𝜉𝑗 − 𝑑𝜁 = 𝜌̇(𝑝𝑗 𝑑𝑥𝑗 − 𝑑𝑧) + ℋ̇ 𝑑𝑡, (4.10)

where 𝜕𝑃𝑗/𝜕𝑡 = 𝜋𝑗(𝑋,𝑍, 𝑃, 𝑡), the dot, as usual, represents 𝑑/𝑑𝑡. From (4.9)
and (4.10) we obtain

𝜋𝑗 𝑑𝑋𝑗 + 𝑃𝑗 𝑑𝜉𝑗 − 𝑑𝜁 − ℋ̇ 𝑑𝑡 =
𝜌̇

𝜌
(𝑃𝑗 𝑑𝑋𝑗 − 𝑑𝑍 −ℋ 𝑑𝑡) . (4.11)

From (4.8) we find 𝑑ℋ = 𝜉𝑗 𝑑𝑃𝑗 + 𝑃𝑗 𝑑𝜉𝑗 − 𝑑𝜁 so that (4.11) takes the form

𝑑ℋ+ 𝜋𝑗 𝑑𝑋𝑗 − 𝜉𝑗 𝑑𝑃𝑗 =
𝜌̇

𝜌
(𝑃𝑗 𝑑𝑋𝑗 − 𝑑𝑍) +

(︂
ℋ̇ − 𝜌̇

𝜌
ℋ
)︂
𝑑𝑡. (4.12)

Expand 𝑑ℋ in the form

𝑑ℋ =
𝜕ℋ
𝜕𝑋𝑗

𝑑𝑋𝑗 +
𝜕ℋ
𝜕𝑍

𝑑𝑍 +
𝜕ℋ
𝜕𝑃𝑗

𝑑𝑃𝑗 +
𝜕ℋ
𝜕𝑡

𝑑𝑡,

insert the result into (4.12) and compare coefficients to obtain the following system

𝜕ℋ
𝜕𝑋𝑗

= −𝜋𝑗 +
𝜌̇

𝜌
𝑃𝑗 ,

𝜕ℋ
𝜕𝑃𝑗

= 𝜉𝑗 ,

𝜕ℋ
𝜕𝑍

= − 𝜌̇
𝜌
,

𝜕ℋ
𝜕𝑡

= ℋ̇ − 𝜌̇

𝜌
ℋ.

(4.13)

The 𝜉𝑗 and 𝜋𝑗 are obtained directly from (4.13) by eliminating the quotient 𝜌̇/𝜌 and
solving. To obtain 𝜁 combine (4.8) with (4.13). We find

𝜉𝑗 =
𝜕ℋ
𝜕𝑃𝑗

,

𝜁 = 𝑃𝑗𝜉𝑗 −ℋ = 𝑃𝑗
𝜕ℋ
𝜕𝑃𝑗

−ℋ,

𝜋𝑗 = − 𝜕ℋ
𝜕𝑋𝑗

− 𝑃𝑗
𝜕ℋ
𝜕𝑍

, 𝑗 = 1, . . . , 𝑛,

(4.14)

which is system (4.5).

The converse of this theorem is also valid. We state and prove

Theorem 4.2. The solution to the canonical equations (4.5), which satisfy the
initial conditions (4.2), generates a one-parameter family of contact transformations,
which for 𝑡 = 0 contains the identity.
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Proof. We must show that every solution of (4.5) and (4.2) satisfies the strip con-
dition (4.9). For notational purposes let us set Ω = Ω(𝑡) ≡ 𝑃𝑗 𝑑𝑋𝑗 − 𝑑𝑍 −ℋ 𝑑𝑡 and
Ω(0) ≡ 𝜔 = 𝑝𝑗 𝑑𝑥𝑗 − 𝑑𝑧. Then the strip condition (4.9) takes the form Ω(𝑡) = 𝜌𝜔.
Set up a differential equation for Ω making use of (4.5). The proof is simply a
calculation. We find Ω̇ = 𝑃̇𝑗 𝑑𝑋𝑗 + 𝑃𝑗 𝑑𝑋̇𝑗 − 𝑑𝑍̇ − ℋ̇ 𝑑𝑡. Since ℋ = 𝑃𝑗 𝑑𝑋̇𝑗 − 𝑑𝑍̇,

Ω̇ = 𝑃̇𝑗 𝑑𝑋𝑗 − 𝑋̇𝑗𝑃𝑗

= −
(︂
𝜕ℋ
𝜕𝑋𝑗

+ 𝑃𝑗
𝜕ℋ
𝜕𝑍

)︂
𝑑𝑋𝑗 −

𝜕ℋ
𝜕𝑃𝑗

𝑑𝑃𝑗

= −
(︂
𝜕ℋ
𝜕𝑋𝑗

𝑑𝑋𝑗 +
𝜕ℋ
𝜕𝑃𝑗

𝑑𝑃𝑗

)︂
− 𝜕ℋ
𝜕𝑍

(𝑃𝑗 𝑑𝑋𝑗)

= −
(︂
𝜕ℋ
𝜕𝑋𝑗

𝑑𝑋𝑗 +
𝜕ℋ
𝜕𝑃𝑗

𝑑𝑃𝑗

)︂
+
𝜕ℋ
𝜕𝑍

𝑑𝑍 +
𝜕ℋ
𝜕𝑡

𝑑𝑡

− 𝜕ℋ
𝜕𝑍

(𝑃𝑗 𝑑𝑋𝑗) +
𝜕ℋ
𝜕𝑍

𝑑𝑍 +
𝜕ℋ
𝜕𝑡

𝑑𝑡

= − 𝑑ℋ− 𝜕ℋ
𝜕𝑍

(𝑃𝑗 𝑑𝑋𝑗 − 𝑑𝑍 −ℋ 𝑑𝑡)− 𝜕ℋ
𝜕𝑍

ℋ 𝑑𝑡+
𝜕ℋ
𝜕𝑡

𝑑𝑡

= − 𝑑ℋ− 𝜕ℋ
𝜕𝑍

Ω− 𝜕ℋ
𝜕𝑍

ℋ 𝑑𝑡+
𝜕ℋ
𝜕𝑡

𝑑𝑡.

Thus we obtain the ODE for Ω

Ω̇ = −𝑑ℋ− 𝜕ℋ
𝜕𝑍

Ω− 𝜕ℋ
𝜕𝑍

ℋ 𝑑𝑡+
𝜕ℋ
𝜕𝑡

𝑑𝑡.

Next we calculate, using (4.5)

𝑑ℋ
𝑑𝑡

=
𝜕ℋ
𝜕𝑋𝑗

𝑑𝑋𝑗

𝑑𝑡
+
𝜕ℋ
𝜕𝑃𝑗

𝑑𝑃𝑗

𝑑𝑡
+
𝜕ℋ
𝜕𝑍

𝑑𝑍

𝑑𝑡
+
𝜕ℋ
𝜕𝑡

=
𝜕ℋ
𝜕𝑋𝑗

𝜕ℋ
𝜕𝑃𝑗

− 𝜕ℋ
𝜕𝑃𝑗

(︂
𝜕ℋ
𝜕𝑋𝑗

+ 𝑃𝑗
𝜕ℋ
𝜕𝑍

)︂
+
𝜕ℋ
𝜕𝑍

(︂
𝑃𝑗
𝜕ℋ
𝜕𝑃𝑗

−ℋ
)︂
+
𝜕ℋ
𝜕𝑡

= −ℋ𝜕ℋ
𝜕𝑍

+
𝜕ℋ
𝜕𝑡

.

Thus,

𝑑ℋ = −ℋ𝜕ℋ
𝜕𝑍

𝑑𝑡+
𝜕ℋ
𝜕𝑡

𝑑𝑡

and so from the previous calculation

Ω̇ = −𝜕ℋ
𝜕𝑍

Ω.

We integrate to obtain Ω = 𝜌𝜔, where

𝜌 = exp

(︂
−
∫︁ 𝑡

0

𝜕ℋ
𝜕𝑍

𝑑𝑡

)︂
, (4.15)

which proves the assertion.
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We close this section with a few remarks on the characteristic function ℋ =
ℋ(𝑋,𝑍, 𝑃, 𝑡). From the forth equation in (4.13), we have

𝜌
𝜕ℋ
𝜕𝑡

= 𝜌ℋ̇ − 𝜌̇ℋ.

Divide by 𝜌2 to find
1

𝜌

𝜕ℋ
𝜕𝑡

=
𝜌ℋ̇ − 𝜌̇ℋ

𝜌2
=

𝑑

𝑑𝑡

(︂ℋ
𝜌

)︂
.

Integrate with respect to 𝑡 to find

ℋ
𝜌

− ℋ0

𝜌0
=

∫︁ 𝑡

0

1

𝜌

𝜕ℋ
𝜕𝑡

𝑑𝑡, (4.16)

where the superscript indicates that the arguments of ℋ and 𝜌 are to be taken at
𝑡 = 0: 𝜌0 = 𝜌(𝑥, 𝑧, 𝑝, 0), ℋ0 = ℋ(𝑥, 𝑧, 𝑝, 0). The fact that 𝜌0 = 1 is a consequence
of (4.15).

We consider two special cases.
Case 1. 𝜕ℋ/𝜕𝑡 = 0 so that ℋ does not depend explicitly on 𝑡.
Then the family {𝑆𝑡} represents a one-parameter group of contact transforma-

tions. (The proof can be found in [14].) Relation (4.16) implies that

ℋ(𝑋,𝑍, 𝑃 ) = ℋ0(𝑥, 𝑧, 𝑝)𝜌(𝑥, 𝑧, 𝑝). (4.17)

(4.17) has a geometric interpretation. Let us think of the parameter 𝑡 as the time
and the curve along which (𝑋,𝑍, 𝑃 ) = 𝑆𝑡(𝑥, 𝑧, 𝑝) moves in R2𝑛+1 as its orbit under
the group of contact transformations. Along this orbit the function ℋ(𝑋,𝑍, 𝑃 ), up
to the factor ℋ0, coincides with 𝜌(𝑋,𝑍, 𝑃 ).

If in particular ℋ0 = 0 at a point (𝑥, 𝑧, 𝑝), then ℋ(𝑋,𝑍, 𝑃 ) = 0 along the whole
orbit through it. The strip condition is along the orbit. If we think of (𝑋,𝑍, 𝑃 ) as
an element in R𝑛+1, then we refer to the orbit as an orbital strip of the group of
contact transformations in R𝑛+1. For points on the orbital strip, the second equation
in (4.5) simplifies to

𝑑𝑍

𝑑𝑡
= 𝑃𝑗

𝜕ℋ
𝜕𝑃𝑗

, 𝑗 = 1, . . . , 𝑛.

Case 2. 𝜕ℋ/𝜕𝑍 = 0 so that ℋ does not depend explicitly on 𝑍 and by (4.15)
𝜌 = 𝜌(𝑋,𝑍, 𝑃, 𝑡) ≡ 1.

The canonical equations (4.5) reduce to

𝑑𝑋𝑗

𝑑𝑡
=
𝜕ℋ
𝜕𝑃𝑗

,
𝑑𝑃𝑗

𝑑𝑡
= − 𝜕ℋ

𝜕𝑋𝑗
(4.18)

together with the additional equation

𝑑𝑍

𝑑𝑡
= 𝑃𝑗

𝜕ℋ
𝜕𝑃𝑗

−ℋ, 𝑗 = 1, . . . , 𝑛 (4.19)
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for the construction of 𝑍.
The transformations determined by (4.18) are the special, or 𝑥𝑝-transformations

which commute with translations along the 𝑧-axis. Equation (4.9) in this case reads

𝑃𝑗 𝑑𝑋𝑗 − 𝑝𝑗 𝑑𝑥𝑗 = 𝑑(𝑍 − 𝑧) +ℋ 𝑑𝑡.

If in addition, 𝜕ℋ/𝜕𝑡 = 0, then ℋ = ℋ0. The family determined by solutions
to (4.18) is a group of contact transformations which on the orbit passing through
(𝑥, 𝑧, 𝑝) satisfies ℋ(𝑋,𝑍, 𝑃 ) = ℋ0(𝑥, 𝑧, 𝑝).

5. Transformations of canonical differential equations

In this section we show that the form of the generalized Hamiltonian system is
preserved by contact transformations.

Consider the generalized Hamiltonian system

𝑥̇𝑗 =
𝜕ℋ
𝜕𝑝𝑗

,

𝑧̇ = 𝑝𝑗
𝜕ℋ
𝜕𝑝𝑗

−ℋ,

𝑝̇𝑗 = − 𝜕ℋ
𝜕𝑥𝑗

− 𝑝𝑗
𝜕ℋ
𝜕𝑧

, 𝑗 = 1, . . . , 𝑛,

(5.1)

where 𝐻 = 𝐻(𝑥, 𝑧, 𝑝, 𝑡), and with initial values

𝑥𝑗(0) = 𝑥0𝑗 , 𝑧(0) = 𝑧0, 𝑝𝑗(0) = 𝑝0𝑗 , 𝑗 = 1, . . . , 𝑛. (5.2)

Theorem 5.1. If system (5.1) with initial values (5.2) is transformed with the
contact transformation

𝑇𝑡 :

𝑋𝑗 = 𝑋𝑗(𝑥, 𝑧, 𝑝, 𝑡),

𝑍 = 𝑍(𝑥, 𝑧, 𝑝, 𝑡),

𝑃𝑗 = 𝑃𝑗(𝑥, 𝑧, 𝑝, 𝑡), 𝑗 = 1, . . . , 𝑛,

(5.3)

then the transformed system is a generalized Hamiltonian system with characteristic
function 𝜎𝐻 +𝐾, where 𝐾(𝑋,𝑍, 𝑃, 𝑡) and 𝜎(𝑋,𝑍, 𝑃, 𝑡) are the characteristic func-
tion and the multiplier of the contact transformation 𝑇𝑡, i.e., 𝑃𝑗 𝑑𝑋𝑗 − 𝑑𝑍 −𝐾 𝑑𝑡 =
𝜎(𝑝𝑗 𝑑𝑥𝑗 − 𝑑𝑧).

Proof. Let 𝑆𝑡 denote the contact transformation defined by the solution of the gen-
eralized Hamiltonian system (5.1)–(5.2), i.e., let (𝑥, 𝑧, 𝑝) = 𝑆𝑡(𝑥

0, 𝑧0, 𝑝0). Now carry
out the substitution indicated by (5.3). The initial values transform as follows

(𝑋0, 𝑍0, 𝑃 0) = 𝑇0(𝑥
0, 𝑧0, 𝑝0) =

(︀
𝑋(𝑥0, 𝑧0, 𝑝0, 0), 𝑍(𝑥0, 𝑧0, 𝑝0, 0), 𝑃 (𝑥0, 𝑧0, 𝑝0, 0)

)︀

and the solutions to (5.1)– (5.2) transform to functions of (𝑋0, 𝑍0, 𝑃 0, 𝑡) according
to

(𝑋,𝑍, 𝑃 ) = 𝑇𝑡𝑆𝑡𝑇
−1
0 (𝑋0, 𝑍0, 𝑃 0). (5.4)
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Let 𝑆*
𝑡 ≡ 𝑇𝑡𝑆𝑡𝑇

−1
0 . {𝑆*

𝑡 } is a one parameter family of contact transformations, so
there exists a canonical system for it which is determined by a characteristic function
ℋ* = ℋ*(𝑋,𝑍, 𝑃, 𝑡). We must determine ℋ* in terms of known quantities.

Since 𝑇0 is a contact transformation, we find from (5.3)

𝑃 0
𝑗 𝑑𝑋

0
𝑗 − 𝑑𝑍0 = 𝜎0

(︀
𝑝0𝑗 𝑑𝑥

0
𝑗 − 𝑑𝑧0

)︀
, (5.5)

where 𝜎0 = 𝜎(𝑋0, 𝑍0, 𝑃 0, 0). Further,

𝑝𝑗 𝑑𝑥𝑗 − 𝑑𝑧 = 𝜌
(︀
𝑝0𝑗 𝑑𝑥

0
𝑗 − 𝑑𝑧0

)︀
+ℋ 𝑑𝑡. (5.6)

Now, using (5.3), (5.6), and (5.5) we find

𝑃𝑗 𝑑𝑋𝑗 − 𝑑𝑍 = 𝜎
(︀
𝑝𝑗 𝑑𝑥𝑗 − 𝑑𝑧

)︀
+𝐾 𝑑𝑡

= 𝜎
(︀
𝜌(𝑝0𝑗 𝑑𝑥

0
𝑗 − 𝑑𝑧0) +ℋ 𝑑𝑡

)︀
+𝐾 𝑑𝑡

= 𝜎
(︁ 𝜌
𝜎0

(𝑃 0
𝑗 𝑑𝑋

0
𝑗 − 𝑑𝑍0) +ℋ 𝑑𝑡

)︁
+𝐾 𝑑𝑡

=
𝜎𝜌

𝜎0
(𝑃 0

𝑗 𝑑𝑋
0
𝑗 − 𝑑𝑍0) + (𝜎ℋ+𝐾) 𝑑𝑡.

The coefficient of 𝑑𝑡 represents the desired characteristic function ℋ*=ℋ*(𝑋,𝑍, 𝑃, 𝑡)
= (𝜎ℋ+𝐾). Observe that 𝜎 and 𝐾 are already evaluated at (𝑋,𝑍, 𝑃, 𝑡). The func-
tion 𝐻, initially evaluated at (𝑥, 𝑧, 𝑝, 𝑡) must simply be rewritten in terms of the new
variables (𝑋,𝑍, 𝑃 ) = 𝑇−1

𝑡 (𝑥, 𝑧, 𝑝). Having determined the characteristic function ℋ*

we can rewrite the system (5.1) immediately in terms of the new variables.

We close this section with a final remark. Suppose ℋ is independent of 𝑧 so
that the canonical equations are

𝑥̇𝑗 =
𝜕ℋ
𝜕𝑝𝑗

, 𝑝̇𝑗 = − 𝜕ℋ
𝜕𝑥𝑗

. (5.7)

Now make the substitution

𝑋 = 𝑋(𝑥, 𝑝), 𝑃 = 𝑃 (𝑥, 𝑝) with 𝑃 · 𝑑𝑋 = 𝑝 · 𝑑𝑥. (5.8)

This is a special contact transformation which is independent of the parameter 𝑡.
Then 𝜎 = 1, 𝐾 = 0 and ℋ* is obtained by evaluating ℋ at 𝑥 = 𝑥(𝑋,𝑃 ), 𝑝 = 𝑝(𝑋,𝑃 )

and the canonical equations in the (𝑋,𝑃 ) variables are

𝑋̇𝑗 =
𝜕ℋ
𝜕𝑃𝑗

, 𝑃̇𝑗 = − 𝜕ℋ
𝜕𝑋𝑗

. (5.9)

Since (5.7) transforms in (5.9) with ℋ* arising from ℋ by means of (5.8), the special
contact transformation is also called a canonical transformation.
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6. Liouville-type integrability theorem

This section reviews two remarkable theorems. The first gives a necessary and
sufficient condition for the integrability of the generalized Hamiltonian system in
terms of a complete set of first integrals. The second provides a method of generating
such first integrals.

Consider the generalized Hamiltonian system (5.1). The following theorem
extends the classical theorem of Liouville which gives a necessary and sufficient
condition for the integrability of the classical Hamiltonian system in terms of a
complete set of first integrals which are in involution with respect to the Poisson
bracket.

Theorem 6.1. Suppose 𝑋1(𝑥, 𝑧, 𝑝, 𝑡), . . . , 𝑋𝑛(𝑥, 𝑧, 𝑝, 𝑡), 𝑍(𝑥, 𝑧, 𝑝, 𝑡) are 𝑛 + 1
independent first integrals for (5.1) which are pairwise in involution with respect to
the Mayer bracket:

{𝑋𝑖, 𝑋𝑗}𝑥𝑧𝑝 = 0, 𝑖, 𝑗 = 1, . . . , 𝑛,

{𝑋𝑖, 𝑍}𝑥𝑧𝑝 = 0, 𝑖 = 1, . . . , 𝑛.

Then the general solution to the system (5.1) can be constructed by means of a
quadrature.

Proof. Construct the functions 𝑃1, . . . , 𝑃𝑛 so that (𝑋,𝑍, 𝑃 ) is a contact transfor-
mation (follow the procedure in the proof of Theorem 3.4). Let 𝐻*(𝑋,𝑍, 𝑃 ) be
the characteristic function of this contact transformation. Along a solution of the
system (5.1), 𝑋𝑖 = 𝑐𝑖, 𝑍 = 𝛾, where 𝑐𝑖 and 𝛾 are constants, so that 𝑋̇𝑖 = 𝑍̇ = 0.
From the proof of Theorem 5.1 we know that

𝜕𝐻*

𝜕𝑃𝑗
= 𝑋̇𝑖 = 0, 𝑗 = 1, . . . , 𝑛,

hence 𝐻* = 𝐻*(𝑐, 𝛾, 𝑡). In the new variables

𝑃̇𝑗 = −𝜕𝐻
*

𝜕𝑐𝑗
− 𝑃𝑗

𝜕𝐻*

𝜕𝛾
, 𝑗 = 1, . . . , 𝑛,

which is immediately solvable. The complete solution is given by

𝑋𝑖(𝑥, 𝑧, 𝑝, 𝑡) = 𝑐𝑖, 𝑖 = 1 . . . , 𝑛,

𝑍(𝑥, 𝑧, 𝑝, 𝑡) = 𝛾,

𝑃𝑖(𝑥, 𝑧, 𝑝, 𝑡) = −
(︀∫︀

exp
(︀∫︀ 𝜕𝐻*(𝑐,𝛾,𝑡)

𝜕𝛾 𝑑𝑡
)︀
𝜕𝐻*

𝜕𝑐𝑗
(𝑐, 𝛾, 𝑡) 𝑑𝑡

)︀⧸︀
exp

(︀∫︀
𝜕𝐻*

𝜕𝛾 𝑑𝑡
)︀
, 𝑖 = 1, . . . , 𝑛.

We now solve this system for 𝑥1, . . . , 𝑥𝑛, 𝑧, 𝑝1, . . . , 𝑝𝑛.

Theorem 6.2. 𝐹 (𝑥, 𝑧, 𝑝, 𝑡) = const is a first integral for the generalized Hamil-
tonian system (5.1) if and only if it satisfies 𝐹𝑡 + {𝐹,𝐻} − 𝐹𝑧𝐻 = 0, where {𝐹,𝐻}
is the Mayer bracket of 𝐹 and the characteristic function 𝐻 of system (5.1). The
subscripts denote partial differentiation.



Ann. Sofia Univ., Fac. Math. and Inf., 111, 2024, 55–76 73

Proof. We observe that if 𝐹 (𝑥, 𝑧, 𝑝, 𝑡) is a first integral for system (6.1), then

0 = 𝐹𝑡 +
𝜕𝐹

𝜕𝑥𝑗
𝑥̇𝑗 +

𝜕𝐹

𝜕𝑧
𝑧̇ +

𝜕𝐹

𝜕𝑝𝑗
𝑝̇𝑗

= 𝐹𝑡 + 𝐹𝑥𝑗𝐻𝑝𝑗 + 𝐹𝑧(𝑝𝑗𝐻𝑝𝑗 −𝐻) + 𝐹𝑝𝑗 (−𝐻𝑥𝑗 − 𝑝𝑗𝐻𝑧)

= 𝐹𝑡 + (𝐹𝑥𝑗 + 𝑝𝑗𝐹𝑧)𝐻𝑝𝑗 − (𝐻𝑥𝑗 + 𝑝𝑗𝐻𝑧)𝐹𝑝𝑗 − 𝐹𝑧𝐻.

We therefore obtain the equality 𝐹𝑡+{𝐹,𝐻}−𝐹𝑧𝐻 = 0, which is a first order partial
differential equation for 𝐹 having (5.1) as its system of characteristic equations.

The following theorem gives a method for generating first integrals for the
generalized Hamiltonian system.

Theorem 6.3. If 𝐹 (𝑥, 𝑧, 𝑝, 𝑡) = 𝛼, 𝐺(𝑥, 𝑧, 𝑝, 𝑡) = 𝛽, with 𝛼 and 𝛽 constants,
are first integrals for the system (5.1), then 𝜌{𝐹,𝐺} is also a first integral for the
same system.

Proof. Let 𝐹 (𝑥, 𝑧, 𝑝, 𝑡) = 𝛼, 𝐺(𝑥, 𝑧, 𝑝, 𝑡) = 𝛽, 𝛼 and 𝛽 constants, be two first integrals
for system (5.1). The Jacobi identity for the Mayer bracket is

{𝐹, {𝐺,𝐻}}+ {𝐺, {𝐻,𝐹}}+ {𝐻, {𝐹,𝐺}}+𝐹𝑧{𝐺,𝐻}+𝐺𝑧{𝐻,𝐹}+𝐻𝑧{𝐹,𝐺} = 0.

Replace {𝐹,𝐻} and {𝐺,𝐻} using the identity provided by Theorem 6.2 and rear-
range to obtain the identity

− 𝜕

𝜕𝑡
{𝐹,𝐺} − {{𝐹,𝐺}, 𝐻}+𝐻

𝜕

𝜕𝑧
{𝐹,𝐺}+ 𝜕𝐻

𝜕𝑧
{𝐹,𝐺} = 0.

We can rewrite this identity as 𝑑(𝜌{𝐹,𝐺})/𝑑𝑡 = 0, where 𝜌 = exp
(︀
−
∫︀ 𝑡

0
𝜕𝐻
𝜕𝑧 𝑑𝜏

)︀
and

conclude that along a solution, 𝜌{𝐹,𝐺} is a constant.

7. The connection with the variational principle of Herglotz

Let us denote by ℒ ≡ ℒ(𝑥, 𝑥̇, 𝑧, 𝑡) ≡ ℒ(𝑥1, . . . , 𝑥𝑛, 𝑥̇1, . . . , 𝑥̇𝑛, 𝑧, 𝑡) the Lagrange
function, or Lagrangian, of the variables (𝑥, 𝑥̇, 𝑧, 𝑡), 𝑧 = 𝑧(𝑡) is a scalar valued
function of 𝑡. The variable 𝑧 is to be determined as the solution to the differential
equation

𝑧̇ = ℒ(𝑥, 𝑥̇, 𝑧, 𝑡). (7.1)

Observe that (7.1) represents a family of differential equations, since for each 𝑥(𝑡) a
different differential equation arises, that is, given 𝑥(𝑡), 𝑧(𝑡) is determined by (7.1)
so that 𝑧(𝑡) depends on 𝑥(𝑡). A fact which we make explicit by writing 𝑧 = 𝑧[𝑥; 𝑡] =
𝑧(𝑥, 𝑥̇, 𝑡). Problem (7.1) is a kind of control problem. The differential equation for
𝑧 describes a process which depends on (𝑥, 𝑥̇) and which in turn can be chosen, that
is they give us the opportunity to control or guide the process and are therefore
referred to as controls.
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Theorem 7.1. The functions (𝑥, 𝑧) for which the functional 𝑧 has stationary
values satisfies the following system of ordinary differential equations

𝑝̇𝑗 = ℒ𝑗 + ℒ𝑧𝑝𝑗 , 𝑗 = 1, . . . , 𝑛,

𝑧̇ = ℒ with ℒ𝑗 ≡
𝜕ℒ
𝜕𝑥𝑗

, 𝑝𝑗 ≡
𝜕ℒ
𝜕𝑥̇𝑗

.
(7.2)

The proof of this theorem can be found in [14].
Herglotz named equations (7.2) generalized Euler-Lagrange equations.

Theorem 7.2. Let ℒ = ℒ(𝑥, 𝑥̇, 𝑧, 𝑡) and suppose det(𝜕2ℒ/𝜕𝑥̇𝑖𝜕𝑥̇𝑗) ̸= 0. Then
the solutions to (7.2) determine a family of contact transformations. If ℒ is inde-
pendent of 𝑡, the family is a one-parameter group.

The proof can be found in [9].
Observe that system (7.2) is a generalized Hamiltonian system with

𝐻(𝑥, 𝑝, 𝑧, 𝑡) ≡ 𝑝𝑗 𝑥̇𝑗 − 𝐿(𝑥, 𝑥̇, 𝑧, 𝑡), 𝑝𝑗 ≡
𝜕𝐿

𝜕𝑥̇𝑗
.

We can summarize these considerations in the following general statement.

The following four kinds of problems are equivalent:

• Variational problems for the functional 𝑧 defined by the differential equation
(7.1).

• Euler-Lagrange equations for the stationary values of the functional 𝑧 defined
by (7.1).

• The generalized Hamiltonian system.

• One parameter families of contact transformations.

Example 7.1. Consider the Lagrangian function 𝐿 = 𝑚𝑥̇2/2 − 𝑙𝑥2/2 − 𝛼𝑧,
where 𝑚, 𝑙, 𝛼 are positive constants. Then 𝐿𝑥̇ = 𝑚𝑥̇ = 𝑝, 𝐿𝑥 = −𝑙𝑥, 𝐿𝑧 = −𝛼. The
Hamiltonian or characteristic function 𝐻 is

𝐻 = 𝐻(𝑥, 𝑝, 𝑧) =
𝑝2

2𝑚
+
𝑙𝑥2

2
+ 𝛼𝑧.

The canonical system is

𝑥̇ =
𝑝

𝑚
,

𝑧̇ =
𝑝2

2𝑚
− 𝑙𝑥2

2
− 𝛼𝑧,

𝑝̇ = −(𝑙𝑥+ 𝛼𝑝)

and the Lagrange equation is 𝑚𝑥̈ = −𝑙𝑥− 𝛼𝑚𝑥̇ or

𝑥̈+ 𝛼𝑥̇+ 𝜔2𝑥 = 0, where 𝜔2 =
𝑙

𝑚
,

which is the equation of the damped harmonic oscillator.
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Conclusion. Remarks for further research

Every reader of this paper will find suitable directions for his/her research,
nevertheless, I like to mention a few. It will be valuable to see how these results
extend to the variational principle of Herglots with several independent variables,
which is so useful for the variational description of physical fields.

Another direction is to find methods for solving the generalized Euler-Lagrange
equations obtained from Herglotz variational principle, perhaps using the results in
this paper. In addition, to find further properties of the generalized Euler-Lagrange
equations.

Is it possible to extend, in an appropriate sense, the variational principle of
Herglotz to evolution equations? If so, then to investigate their relationship to the
Hamiltonian evolution equations.

A more in-depth treatment of the theory of contact transformations, the gen-
eralized Hamiltonian system and the variational principle of Herglotz can be found
in [14].

In the last 12 years or so about 200 new applications of the variational principle
of Herglotz and the variational principle which generalizes it to one with several
independent variables were published. They are in theoretical and applied physics,
quantum mechanics, field theory, chemistry, mathematics, cosmology, dynamical
systems, and many more branches of the exact sciences. I like to mention [1] and [25].
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sen Göttingen, Matt.-Phys. Kl. (1918), 37–44.

[23] P. J. Olver, Applications of Lie groups to differential equations, ed. 2, Springer-Verlag,
New York, 1993.

[24] P. Roman, Theory of elementary particles, ed. 2, North-Holland Publishing, Amster-
dam, 1964.

[25] S. Santos, N. Martins, and D. Torres, Higher-order variational problems of Herglotz
type, Vietnam J. Math. 42 (2014) 409–419.

[26] W. Strauss, Nonlinear invariant wave equations, in: Invariant wave equations, ed. by
G. Velo and A. Wightman, Lecture Notes in Physics, No. 73, Springer-Verlag, New
York, 1978, 197–249.

Received on March 19, 2024
Accepted on May 31, 2024

Bogdana A. Georgieva

Department of Mechatronics, Robotics and Mechanics
Faculty of Mathematics and Informatics
Sofia University “St. Kliment Ohridski”
5, James Bourchier Blvd.
1164 Sofia
BULGARIA
E-mail: georgieva@fmi.uni-sofia.bg



ГОДИШНИК НА СОФИЙСКИЯ УНИВЕРСИТЕТ „СВ. КЛИМЕНТ ОХРИДСКИ“

ФАКУЛТЕТ ПО МАТЕМАТИКА И ИНФОРМАТИКА

Том 111

ANNUAL OF SOFIA UNIVERSITY “ST. KLIMENT OHRIDSKI”

FACULTY OF MATHEMATICS AND INFORMATICS

Volume 111

DIGITAL HOLOGRAM DENOISING BY FILTERING
IN THE HOLOGRAM PLANE USING
THE HILBERT-HUANG TRANSFORM

SIMEON KARPUZOV, ASSEN SHULEV and GEORGE PETKOV

Image quality degradation is one of the main problems in Digital Holography. A novel
method for noise reduction based on the Hilbert-Huang transform is introduced that
reduces the normalized contrast and partially removes the DC-term. It is successfully
applied in the hologram plane and requires a single hologram to function. The method
causes no reduction in spatial resolution. Moreover, it can be combined with existing
noise-filtering methods to improve image quality even further.
Keywords: digital holography, noise filtering, Hilbert-Huang transform, empirical mode
decomposition, scattered data interpolation
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1. Introduction

Digital holography is an optical technique used to capture and display informa-
tion on both light intensity and phase [16,28]. It has applications in many different
fields, such as microscopy [14, 33], cryptography [6], nondestructive testing [9, 12],
art and entertainment displays [35] and others [15,31]. The technique uses lasers as
a light source, and due to their coherent nature, digital holograms exhibit a mixture
of highly coherent speckles and additive incoherent noise. These effects severely de-
grade the quality of the recorded holograms, and significant effort is put into limiting
the noise.

Generally speaking, two main classes of techniques tackle the hologram noise
problem: optical and numerical. Optical methods involve some reconfiguration of the
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standard recording holographic setups, such as multiple wavelength recording [13],
white-light illumination [24], moving diffusers and apertures [17] and others [23].
They all show substantial noise reduction qualities, and some of the best available
methods are part of this class. Still, additional work and optical elements must be
introduced during the digital hologram’s recording stage to benefit from them. The
second group of methods, the numerical ones, utilizes standard holographic setups
but processes numerically the recorded or reconstructed holograms. When operat-
ing on the recorded hologram, usually the goal is to produce multiple holograms
in which the speckle patterns are de-correlated – the multi-look digital holography
approach (MLDH). The best of these methods is demonstrated in [2]. The tech-
niques that operate on the reconstructed image are various spatial filters, the best
performing of which is BM3D [3, 4, 8]. Methods based on deep learning techniques
also show promise, but they will not explore them here due to some practical con-
siderations such as ease of applicability and result interpretability (especially for
medical tasks) [36].

An area of digital hologram denoising left somewhat unexplored is filtering in
the hologram plane without relying on the MLDH methods. This paper proposes
a technique based on the Hilbert-Huang transform (HHT) [15] for two-dimensional
data. The technique uses a single shot and a standard off-axis recording hologram
setup. It is different from existing methods in the following two ways:

• The HHT is a global transformation method that works with the entirety of
the signal.

• The method works with the recorded hologram, and the noise filtering occurs
in the hologram plane.

The 2D-HHT technique can decompose the input hologram into several com-
ponents, the sum of which is the original hologram. We hypothesize that some
components are non-informative and only introduce noise or other unneeded low-
frequency data. Such components can be discarded. The interaction between dif-
ferent components is going to be examined. We will omit and add new elements.
Various combinations will be tested to find the best. When talking about a “best
one”, it is strictly meant in the conditions of the current experiment with its specific
parameters.

2. Methods

The Hilbert-Huang transform is a novel way to decompose a signal into a data-
dependent basis through the Empirical Mode Decomposition (EMD) [22] and obtain
frequency information by using Hilbert Spectral analysis [19]. HHT works very well
on nonstationary and nonlinear signals. This can be utilized in digital holography.
The EMD process can be broken down into several steps:

1. Firstly, the local minima and maxima of the input signal 𝐻𝑖−1(𝑥, 𝑦) are iden-
tified;
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2. Afterwards, cubic splines are used to connect those extrema, thus forming an
upper and lower envelope – 𝐸𝑢(𝑥, 𝑦) and 𝐸𝑙(𝑥, 𝑦);

3. The mean of the two envelopes – 𝑚(𝑥, 𝑦) = 1
2 [𝐸𝑢(𝑥, 𝑦) + 𝐸𝑙(𝑥, 𝑦)] is then

subtracted from the original signal 𝐻𝑖(𝑥, 𝑦) = 𝐻𝑖−1(𝑥, 𝑦)−𝑚(𝑥, 𝑦);

4. The process is repeated with the updated value 𝐻𝑖(𝑥, 𝑦) until an intrinsic
mode function (IMF) with specific properties is found. Similarly to the one-
dimensional case, the mean of the two envelope surfaces is zero and the number
of local minima and maxima is approximately the same.

5. With the acquired IMF, steps 1–4 are repeated. The collection of IMFs rep-
resents the original data, and their sum is the starting signal – 𝐻(𝑥, 𝑦) =∑︀𝐶

𝑖=1 IMF𝑖(𝑥, 𝑦) + 𝑟𝑐, where 𝑟𝑐 is the signal trend, and 𝐶 is the total number
of IMFs.

After the EMD components have been obtained, frequency analysis can be
performed by applying the Hilbert transform to each IMF. Depending on the task,
various manipulations and processing can be used for single or multiple components,
and components may be dropped or added from the collection of IMFs.

The original method applies to 1D data, but since its introduction, many
authors have shown the possibility of extending the ideas to 2D signals [21, 27].
Some take shortcuts regarding interpolation or extrema localization, but we have
attempted to stay true to the original technique. The recorded hologram is the 2D
data on which we apply the HHT method. Since the data is two-dimensional, up-
per and lower envelope surfaces are built correspondingly through the local maxima
and minima. The mean surface between the upper and lower envelope surfaces is
subtracted from the original hologram, and the process continues until a singular
frequency component remains. Building the envelope surfaces is a scattered data
interpolation problem for which several algorithms have been developed [1, 10]. In
the current work, the primary interpolating method is the biharmonic spline [26].
It is combined with a 2D cubic interpolating technique using Delaunay triangula-
tion [20]. We usually calculate the first three to four components with the latter
and then finish with the former algorithm. The reason for this approach is that for
large data sets, the biharmonic spline requires a large amount of memory – 83 GB
for 8 Mpix holograms. Using only cubic interpolation with triangulation also leads
to convergence, but more components are generated and have significant amplitude
differences. Other methods [25,29] were also considered. However, it was found that
the combination of the methods mentioned above led to a very stable convergence
to a single oscillatory IMF. The next part of this paper presents an investigation
into the interpolation methods and convergence, as well as component selection.

3. Experimental and method setup

An Nd: YAG laser with a wavelength of 532 nm is used as a light source. The
light sensor is a CMOS camera with a pixel size of 1.67 × 1.67 µm2. The distance
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Figure 1. Standard off-axis holographic setup,
B.S. – beam splitter

between the object and the camera is 34 cm. The experimental setup used in the
current work is shown in Figure 1.

In the current work, holograms were reconstructed using the Fresnel diffraction
formula. Noise reduction is evaluated using the normalized contrast 𝑉 , defined as

𝑉 =
𝜎

𝜇
, (3.1)

where 𝜎 and 𝜇 are the standard deviation and the mean of the pixel values of a
homogenous area in the image. A lower value of the normalized contrast indicates
less noise. Whenever “ground truth” information is available (as is in the case with
computer generated holograms) mean squared error (MSE) can be used:

MSE =

∑︀𝑀,𝑁
𝑚,𝑛=1 (𝐼true(𝑚,𝑛)− 𝐼noisy(𝑚,𝑛))

2

𝑀 ×𝑁
(3.2)

where 𝐼true is the ground truth image, 𝐼noisy is the noisy image, 𝑀 ×𝑁 is their size.
The first step in preparing the algorithm that processes the holograms is to

achieve convergence of the EMD stage. It is a challenging task as the local extrema
are distributed in a non-structured manner throughout the two-dimensional image
array (the recorded hologram). Our initial interpolating attempt was trying out
the cubic interpolation based on Delaunay triangulation. This technique creates a
piecewise C1 surface of the input scattered data. While the method is fast and could
achieve convergence, it is not systematic and often produced over 25 components.
This uncertain behaviour is unwanted. Purely linear interpolation and others, such
as nearest and natural neighbour interpolation, do not achieve convergence. Those
methods are also quite different from the spline interpolation used in the 1D case
of Huang’s original work. Biharmonic splines were also tried out, but due to the
high number of extrema (> 4E+04), they turned out to be very computationally
and memory expensive. Due to this limitation, the biharmonic spline interpolation
technique was chosen only for smaller holograms or EMD components with fewer
local extrema (<4E+04). For smaller holograms, the method is relatively stable
and robust. Shepard’s interpolation method was also employed, but it achieved con-
vergence slower than the biharmonic splines. The best result regarding systematic
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convergence and the number of produced components was achieved using a combina-
tion of cubic interpolation and biharmonic splines. The cubic interpolation algorithm
calculates the first three or four components as they are the most computationally
intensive. After that, biharmonic splines are used. It solves the problems with con-
vergence in the first method and the computational costs of the second. With this
combination, we can achieve hologram convergence in 8 or 9 steps (depending on the
hologram). An example decomposition using this approach is presented in Figure 2.

Figure 2. Decomposition of a hologram into 9 EMD components

Processing times as well as extrema count are provided in Table 1. This infor-
mation provides a general quantitative outline of the computation process. We like
to remind again that when only cubic interpolation is used, the process does not
converge.

We used a Lenovo™ IdeaPad 130-15IKB laptop with an Intel® Core™ i5-8250
CPU and 20GB of RAM to derive the processing times in Table 1. They may vary
between different computers, development environments and code structure. We can
see that the biharmonic spline interpolation for component #5 takes a considerable
amount of time, but afterwards the number of extrema quickly goes to 1. Building
envelope surfaces using cubic interpolation is quite fast and helps reduce the minima
and maxima count so that we can use the biharmonic spline method.
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Table 1

Processing time and number of extrema for each EMD component calculation

Interpolation method Component # Number of extrema Processing time [s]
Cubic 1 167.01E+04 23.51

Cubic 2 28.91E+04 13.08

Cubic 3 9.14E+04 11.32

Cubic 4 4.70E+04 10.61

Biharmonic spline 5 3.94E+04 5395.45

Biharmonic spline 6 0.33E+04 423.66

Biharmonic spline 7 424 56.67

Biharmonic spline 8 44 7.41

Biharmonic spline 9 1 0.92

4. Results

After having found a robust way of decomposing an image into its empirical
mode components, we investigated how to manipulate them to achieve noise reduc-
tion after reconstruction. Firstly, we examined and reconstructed the hologram from
each component individually. For different recorded objects all the relevant informa-
tion was contained in the first two decompositions. The first component contained
most useful image information, the second one contained some lower frequency image
information, and components 3–9 had other low-frequency signals and the DC-term.
This result, regarding the distribution of low and high-frequency data throughout
the decomposition components, matches previous findings [5]. The reconstructions
of the components can be seen in Figure 3.

Figure 3. The first, second and third component reconstructions.
White stripes in the second image are visible to the right of the DC-term
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Figure 4. Areas for which V is calculated

This result pointed us to reconstructing the sum of the first two components
only and examining the normalized contrast for the areas specified in Figure 4.

Finally, the contrast values for the filtered hologram are compared with the
results from a standard Fresnel reconstruction where the hologram is not filtered. A
slight but consistent improvement is present, which can be seen in Table 2.

Table 2

Contrast values for the different regions

V Unfiltered 2D-HHT
Region 1 0.5201 0.5191
Region 2 0.5388 0.5378
Region 3 0.5299 0.5296
Region 4 0.5219 0.5212

We also tried adding additional noise components to the sum closely related to
the specific speckle pattern. We tried adding different speckle patterns to various
components, removing only selected ones, and adding multiple speckle patterns.
However, these manipulations were not beneficial to noise reduction. We also tried
a new decomposition of the sum of the first and last components, but it did not
produce any significant change. With that, we have concluded that for holograms
made with the setup shown in Figure 1, the best application of the 2D-HHT is to
select only the first two components and discard the rest. Throughout the rest of
the paper, we are going to use only the first two components from the empiric mode
decomposition.

Further examination of the method shows its beneficial effect in reducing the
zeroth order image (also known as the DC-term). It is a result of the imaging
equations and off-axis holographic setup [18]. The DC-term appears as a very bright
spot at the center of the reconstructed image and is of no practical use. Although
more efficient methods [16] exist for its removal, the effect is considerable and should



84 S. Karpuzov et al. / Digital hologram denoising by filtering in the hologram plane . . .

Figure 5. Top – nontreated hologram, bottom – hologram after application of the 2D-HHT
algorithm. The images on the bottom are clearer as the bright DC-term is removed

Figure 6. The sum of the seven unwanted HHT components

be mentioned. It can be observed in Figure 5. The sum of the seven discarded
components can also be reconstructed and viewed. It consists of parts of the DC-
term and background noise and lacks any information about the object. It was
calculated that this sum of components has a mean value of 5% of the mean value
of the untreated image, meaning that with its removal, 5% of the unwanted signal
was discarded. The sum can be observed in Figure 6.

All these discoveries confirm our hypothesis that part of the unwanted signal
or noise is contained in the decomposition components, and by discarding them,
noise reduction is achieved. It means that 2D-HHT is a viable method for hologram
filtering.

An investigation into the smallest resolvable details in both restored images
shows no loss of spatial resolution when applying the 2D-HHT algorithm to a holo-
gram (Figure 7).

5. Further investigation

2D-HHT can operate successfully on recorded holograms without a change in
resolution so it can be combined with existing noise-filtering methods.

Here we have used 2D-HHT in combination with the Frost filter [11], BM3D [3,
4, 7] and NLM [32, 34] methods. We have chosen these techniques due to their
performance and straight-forward application. The NLM filter was set up for a
search window size of 11 pixels and a comparison window size of 5 pixels. BM3D
was run with default parameters. The Frost filter had a damping parameter of 0.7
and a search window of 5 pixels. We evaluated the noise suppression at three spots
in the reconstructed hologram – two inside and one outside the recorded object. It
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Figure 7. Inspection of the resolution. Left – selection of the finest detail to evaluate,
right – a cross-section of the three white stripes, circles – 2D-HHT, stars – unfiltered

Figure 8. Regions for contrast estimation

gives us a good overview of the overall filtering performance. The spots are shown
in Figure 8.

The contrasts for those areas are calculated and presented in Figures 9, 10
and 11.

Figures 9–11 show how contrast is affected when our method is applied to
existing filtering techniques. For all areas of interest, an additional noise reduction
can be observed for the holograms treated with the 2D-HHT algorithm.

An additional check into the method’s usefulness was carried out on simulated
holograms. Instead of a conventionally recorded hologram, we generated an inter-
ference pattern by a GPU algorithm [30] without adding thermal noise. It was done
to show that the current method not only deals with camera noise but also has
an overall beneficial effect on the hologram. Contrast values for several areas were
calculated and displayed in Table 3.

Using a computer simulated hologram allowed us to measure the MSE value
(Eq. (3.2)). Results for different speckle sizes are presented in Figure 13.

Similarly, a small but consistent improvement in the MSE values can be ob-
served for the filtered hologram.
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Figure 9. Contrast estimation for the Frost filter. The normalized contrast in on the 𝑦-axis.
The blue bars on the left show results for application of the Frost filter only, while

the orange bars to the right combine our method and the Frost filter

Figure 10. Contrast estimation for the NLM filter. The normalized contrast in on the 𝑦-axis.
The blue bars on the left show results for application of the NLM filter only, while

the orange bars to the right combine our method and the NLM filter

Figure 11. Contrast estimation for the BM3D filter. The normalized contrast in on the 𝑦-axis.
The blue bars on the left show results for application of the BM3D filter only, while

the orange bars to the right combine our method and the BM3D filter
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Table 3

Contrast estimation for simulated hologram

V Unfiltered 2D-HHT
Region 1 0.3603 0.3601
Region 2 0.5277 0.5214
Region 3 0.3706 0.3704

Figure 12. Contrast estimation areas
on the simulated hologram

Figure 13. MSE value for different speckle sizes. The curve for the filtered holograms
by our method is entirely below the curve for the untreated

6. Conclussion

This paper presented a novel method for noise reduction in digital holograms.
It is based on the Hilbert-Huang transform and, unlike existing approaches, tackles
the noise problem in the hologram plane. Various beneficial effects of the method
were demonstrated, including reduced normalized contrast, DC-term removal and
background noise reduction. Furthermore, the technique preserves image resolution,
which allows it to be combined with other existing methods. A detailed evaluation of
the noise reduction has been carried out. The proposed method was found to keep
its beneficial effects when combined with existing techniques. It helps to further
reduce the normalized contrast without impact on resolution. Future developments
of the method include investigation of parallelization of different parts of the tech-
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nique, such as the scattered data interpolation algorithms. Calculating the envelope
surfaces on a GPU could help reduce processing times.
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The present article studies the finite Zariski tangent spaces to an affine variety 𝑋 as
linear codes, in order to characterize their typical or exceptional properties by global
geometric conditions on 𝑋. We provide procedures for optimizing one of the parameters
length, dimension or minimum distance of a single code by families of tangent codes.
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1. Introduction

Codes with additional structure are usually equipped with a priori properties,
which facilitate their characterization and decoding. For instance, algebro-geometric
Goppa codes allowed Tsfasman, Vlǎdut and Zink to improve the asymptotic Gilbert-
Varshamov bound on the information rate for a fixed relative minimum distance
(cf. [11]). Justesen, Larsen, Elbrønd, Jensen, Havemose, Høholdt, Skorobogatov,
Vlǎdut, Krachkovskii, Porter, Duursma, Feng, Rao and others developed efficient
algorithms for decoding Goppa codes after obtaining the error support of the received
word (Pellikaan’s [8] is a survey on these results). Duursma’s considerations from [3]
imply that the averaged homogeneous weight enumerator of Goppa codes, associated
with a complete set of representatives of the linear equivalence classes of divisors of
fixed degree is related to the 𝜁-polynomial of the underlying curve (cf. [6] for the exact
formulation). The realizations of codes by points of a Grassmannian, a determinantal
variety or a modification of an arc provide other examples for exploiting “an extra
structure” on the objects under study.
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The present article interprets the finite Zariski tangent spaces to an affine vari-
ety 𝑋, defined over a finite field F𝑞 as linear codes, in order to control the length, the
dimension and the minimum distance of these codes by the equations of 𝑋. A series
of extremal problems from coding theory minimizes the genus 𝑔 := 𝑛+1−𝑘−𝑑 > 0

of a not MDS F𝑞-linear [𝑛, 𝑘, 𝑑]-code 𝐶. We “deform” any such 𝐶 into infinite fam-
ilies of linear codes with parameters [𝑛 − 1, 𝑘, 𝑑], [𝑛, 𝑘 + 1, 𝑑], [𝑛, 𝑘, 𝑑 + 1], called
respectively a length, a dimension or an weight reductions of 𝐶. All of these families
decrease the genus by 1.

The parity check matrices of the tangent codes to an affine variety 𝑋 are the
values of the Jacobian matrix of a generating set of the absolute ideal of𝑋. That sug-
gests their possible applications to the theory of convolutional codes (cf. [2, Ch. 9]).
Tangent codes to appropriate families of affine varieties seem suitable for studying
optimization and asymptotic problems on linear codes, due to their “geometrically
integrable dynamical nature”.

Here is a synopsis of the paper. Section 2 comprises some preliminaries on the
Zariski topology and the Zariski tangent spaces 𝑇𝑎(𝑋,F𝑞𝑚) to an affine variety 𝑋.
Our research starts in Section 3 by studying the minimum distance 𝑑(𝑇𝑎(𝑋,F𝑞𝑚)) of
a finite Zariski tangent space 𝑇𝑎(𝑋,F𝑞𝑚) to an irreducible affine variety 𝑋/F𝑞 ⊂ F𝑞

𝑛
,

defined over F𝑞. Proposition 3.2 (i) establishes that if 𝑋 has some tangent code
of minimum distance ≥ 𝑑 + 1 then “almost all” finite Zariski tangent spaces to
𝑋 are of minimum distance ≥ 𝑑 + 1. The existence of a non-finite puncturing
Π𝛾 : 𝑋 → Π𝛾(𝑋) at |𝛾| = 𝑑 coordinates prohibits tangent codes of minimum distance
≥ 𝑑+1, according to Proposition 3.2 (ii). Proposition 3.2 (iii) provides two sufficient
conditions for the presence of a lower bound 𝑑+ 1 on “almost all” tangent codes to
𝑋. For an arbitrary F𝑞-linear [𝑛, 𝑘, 𝑑]-code 𝐶, Corollary 3.3 from Subsection 3.1
designs such a “twisted embedding” of F𝑘𝑞 in F𝑞

𝑛
, tangent to 𝐶 = 𝑇0𝑛(𝑋,F𝑞) at the

origin 0𝑛, whose finite Zariski tangent spaces “reproduce” the parameters [𝑛, 𝑘, 𝑑] of
at “almost all the points” of 𝑋. By Proposition 3.4, for any family 𝜋 : 𝒞 → F𝑛𝑞 of
linear codes 𝜋−1(𝑎) = 𝒞(𝑎) ⊂ F𝑛𝑞 there is an explicit (not necessarily irreducible)
affine variety 𝑋 ⊂ F𝑞

𝑛
, whose Zariski tangent spaces 𝑇𝑎(𝑋,F𝑞) ⊆ 𝒞(𝑎) are contained

in the members of the family for ∀𝑎 ∈ F𝑛𝑞 .
Chapter 4 is devoted to the construction of families of genus reductions of an

F𝑞-linear [𝑛, 𝑘, 𝑑]-code 𝐶 of genus 𝑔 := 𝑛+1−𝑘−𝑑 > 0. These are parameterized by
Zariski open, Zariski dense subsets of affine spaces and defined by explicit polynomial
parity check matrices. The length reduction of 𝐶 with parameters [𝑛−1, 𝑘, 𝑑] consists
of “almost all” tangent codes to the image Π𝑛(𝑋) of the puncturing Π𝑛 : 𝑋 →
Π𝑛(𝑋) of a “twisted embedding” of F𝑘𝑞 in F𝑛𝑞 , at the last coordinate. The dimension
reductions of 𝐶 with parameters [𝑛, 𝑘 + 1, 𝑑] are parameterized by “almost all the
points” of F𝑞

2(𝑛−𝑘)
. Their parity check matrices are obtained by projecting the

columns of a parity check matrix𝐻 ∈𝑀(𝑛−𝑘)×𝑛(F𝑞) of 𝐶 on appropriate hyperplanes

in F𝑞
𝑛−𝑘

. The existence of a polynomial parity check matrix of weight reductions of
𝐶 with parameters [𝑛, 𝑘,≥ 𝑑 + 1] is established by an induction on the columns of
the corresponding parity check matrices.
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A work in progress focuses on simultaneous decoding of tangent codes with
fixed error support and on the duals of the tangent codes. It relates some standard
operations on tangent codes with appropriate operations of the associated affine va-
rieties and constructs morphisms of affine varieties, whose differentials are Hamming
isometries of the corresponding tangent codes.

2. Algebraic geometry preliminaries

Let F𝑞 = ∪∞
𝑚=1F𝑞𝑚 be the algebraic closure of the finite field F𝑞 with 𝑞 elements

and F𝑞
𝑛

be the 𝑛-dimensional affine space over F𝑞. An affine variety 𝑋 ⊂ F𝑞
𝑛

is the
common zero set

𝑋 = 𝑉 (𝑓1, . . . , 𝑓𝑚) = {𝑎 ∈ F𝑞
𝑛 | 𝑓1(𝑎) = · · · = 𝑓𝑚(𝑎) = 0}

of polynomials 𝑓1, . . . , 𝑓𝑚 ∈ F𝑞[𝑥1, . . . , 𝑥𝑛]. We say that 𝑋 ⊂ F𝑞
𝑛

is defined over F𝑞
and denote 𝑋/F𝑞 ⊂ F𝑞

𝑛
if the absolute ideal

𝐼(𝑋,F𝑞) := {𝑓 ∈ F𝑞[𝑥1, . . . , 𝑥𝑛] | 𝑓(𝑎) = 0,∀𝑎 ∈ 𝑋}

of𝑋 is generated by polynomials 𝑓1, . . . , 𝑓𝑚∈F𝑞[𝑥1, . . . , 𝑥𝑛] with coefficients from F𝑞.
The affine subvarieties of 𝑋 form a family of closed subsets. The corresponding

topology is referred to as the Zariski topology on 𝑋. The Zariski closure 𝑀 of a
subset 𝑀 ⊆ 𝑋 is defined as the intersection of the Zariski closed subsets 𝑍 of 𝑋,
containing 𝑀 . It is easy to observe that 𝑀 = 𝑉 𝐼(𝑀,F𝑞) is the affine variety of the
absolute ideal 𝐼(𝑀,F𝑞) ▷ F𝑞[𝑥1, . . . , 𝑥𝑛] of 𝑀 . A subset 𝑀 ⊆ 𝑋 is Zariski dense if
its Zariski closure 𝑀 = 𝑋 coincides with 𝑋. A property 𝒫(𝑎), depending on a point
𝑎 ∈ F𝑞

𝑛
holds at a generic point of an affine variety 𝑋 ⊂ F𝑞

𝑛
if there is a Zariski

dense subset 𝑀 ⊆ 𝑋, such that 𝒫(𝑎) is true for all 𝑎 ∈𝑀 .
An affine variety 𝑋 ⊂ F𝑞

𝑛
is irreducible if any decomposition 𝑋 = 𝑍1 ∪𝑍2 into

a union of Zariski closed subsets 𝑍𝑗 ⊆ 𝑋 has 𝑍1 = 𝑋 or 𝑍2 = 𝑋. This holds exactly
when the absolute ideal 𝐼(𝑋,F𝑞)▷F𝑞[𝑥1, . . . , 𝑥𝑛] of 𝑋 is prime, i.e., 𝑓𝑔 ∈ 𝐼(𝑋,F𝑞) for
𝑓, 𝑔 ∈ F𝑞[𝑥1, . . . , 𝑥𝑛] requires 𝑓 ∈ 𝐼(𝑋,F𝑞) or 𝑔 ∈ 𝐼(𝑋,F𝑞). A prominent property
of the irreducible affine varieties 𝑋 is the Zariski density of an arbitrary non-empty
Zariski open subset 𝑈 ⊆ 𝑋. This is equivalent to 𝑈 ∩𝑊 ̸= ∅ for any non-empty
Zariski open subsets 𝑈 ⊆ 𝑋 and 𝑊 ⊆ 𝑋.

For an arbitrary irreducible affine variety 𝑋/F𝑞 ⊂ F𝑞
𝑛
, defined over F𝑞 and an

arbitrary constant field F𝑞 ⊆ 𝐹 ⊆ F𝑞, the affine coordinate ring

𝐹 [𝑋] := 𝐹 [𝑥1, . . . , 𝑥𝑛]/𝐼(𝑋,𝐹 )

of 𝑋 over 𝐹 is an integral domain. The fraction field

𝐹 (𝑋) :=

{︂
𝜙1

𝜙2

⃒⃒
⃒𝜙1, 𝜙2 ∈ 𝐹 [𝑋], 𝜙2 ̸= 0 ∈ 𝐹 [𝑋]

}︂
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of 𝐹 [𝑋] is called the function field of 𝑋 over 𝐹 . The points 𝑎 ∈ 𝑋 correspond to
the maximal ideals 𝐼(𝑎,F𝑞)▷F𝑞[𝑥1, . . . , 𝑥𝑛], containing 𝐼(𝑋,F𝑞). For any 𝐹 -rational
point 𝑎 ∈ 𝑋(𝐹 ) := 𝑋 ∩ 𝐹𝑛 the localization

𝒪𝑎(𝑋,𝐹 ) :=

{︂
𝜙1

𝜙2

⃒⃒
⃒𝜙1, 𝜙2 ∈ 𝐹 [𝑋], 𝜙2(𝑎) ̸= 0

}︂

of 𝐹 [𝑋] at 𝐹 [𝑋] ∖ (𝐼(𝑎, 𝐹 )/𝐼(𝑋,𝐹 )) is the local ring of 𝑎 in 𝑋 over 𝐹 . An 𝐹 -linear
derivation 𝐷𝑎 : 𝒪𝑎(𝑋,𝐹 ) → 𝐹 at 𝑎 ∈ 𝑋(𝐹 ) is an 𝐹 -linear map, subject to Leibnitz-
Newton rule 𝐷𝑎(𝜓1𝜓2) = 𝐷𝑎(𝜓1)𝜓2(𝑎) + 𝜓1(𝑎)𝐷𝑎(𝜓2), ∀𝜓1, 𝜓2 ∈ 𝒪𝑎(𝑋,𝐹 ). The
𝐹 -linear space

𝑇𝑎(𝑋,𝐹 ) := Der𝑎(𝒪𝑎(𝑋,𝐹 ), 𝐹 )

of the 𝐹 -linear derivations 𝐷𝑎 : 𝒪𝑎(𝑋,𝐹 ) → 𝐹 at 𝑎 ∈ 𝑋(𝐹 ) is called the Zariski
tangent space to 𝑋 at 𝑎 over 𝐹 .

In order to derive a coordinate description of 𝑇𝑎(𝑋,𝐹 ), note that any 𝐹 -linear
derivation 𝐷𝑎 : 𝒪𝑎(𝑋,𝐹 ) → 𝐹 at 𝑎 ∈ 𝑋(𝐹 ) restricts to an 𝐹 -linear derivation
𝐷𝑎 : 𝐹 [𝑋] → 𝐹 at 𝑎. According to

𝐷𝑎(𝜙1) = 𝐷𝑎

(︂
𝜙1

𝜙2

)︂
𝜙2(𝑎) +

𝜙1(𝑎)

𝜙2(𝑎)
𝐷𝑎(𝜙2)

for all 𝜙1, 𝜙2 ∈ 𝐹 [𝑋] with 𝜙2(𝑎) ̸= 0, any 𝐹 -linear derivation 𝐷𝑎 : 𝐹 [𝑋] → 𝐹 at
𝑎 ∈ 𝑋(𝐹 ) has unique extension to an 𝐹 -linear derivation 𝐷𝑎 : 𝒪𝑎(𝑋,𝐹 ) → 𝐹 at 𝑎.
In such a way, there arises an 𝐹 -linear isomorphism

𝑇𝑎(𝑋,𝐹 ) ≃ Der𝑎(𝐹 [𝑋], 𝐹 ).

Any 𝐹 -linear derivation𝐷𝑎 : 𝐹 [𝑋] → 𝐹 of the affine ring 𝐹 [𝑋] of𝑋 at 𝑎 ∈ 𝑋(𝐹 ) lifts
to an 𝐹 -linear derivation 𝐷𝑎 : 𝐹 [𝑥1, . . . , 𝑥𝑛] → 𝐹 of the polynomial ring at 𝑎, van-
ishing on the ideal 𝐼(𝑋,𝐹 ) of 𝑋 over 𝐹 . If 𝐼(𝑋,𝐹 ) = ⟨𝑓1, . . . , 𝑓𝑚⟩𝐹 ▷𝐹 [𝑥1, . . . , 𝑥𝑛] is
generated by 𝑓1, . . . , 𝑓𝑚 ∈ 𝐹 [𝑥1, . . . , 𝑥𝑛], then for arbitrary 𝑔1, . . . , 𝑔𝑚 ∈ 𝐹 [𝑥1, . . . , 𝑥𝑛]
one has

𝐷𝑎

(︃
𝑚∑︁

𝑖=1

𝑓𝑖𝑔𝑖

)︃
=

𝑚∑︁

𝑖=1

𝐷𝑎(𝑓𝑖)𝑔𝑖(𝑎)

and the Zariski tangent space

𝑇𝑎(𝑋,𝐹 ) ≃ {𝐷𝑎 ∈ Der𝑎(𝐹 [𝑥1, . . . , 𝑥𝑛], 𝐹 ) | 𝐷𝑎(𝑓1) = · · · = 𝐷𝑎(𝑓𝑚) = 0}

to 𝑋 at 𝑎 consists of the derivations 𝐷𝑎 : 𝐹 [𝑥1, . . . , 𝑥𝑛] → 𝐹 at 𝑎, vanishing on
𝑓1, . . . , 𝑓𝑚. In such a way, the coordinate description of 𝑇𝑎(𝑋,𝐹 ) reduces to the
coordinate description of

Der𝑎(𝐹 [𝑥1, . . . , 𝑥𝑛], 𝐹 ) = Der𝑎(𝐹 [F𝑞
𝑛
], 𝐹 ) = 𝑇𝑎(F𝑞

𝑛
, 𝐹 ).

In order to endow 𝑇𝑎(F𝑞
𝑛
, 𝐹 ) with a basis over 𝐹 , let us note that the polynomial

ring

𝐹 [𝑥1, . . . , 𝑥𝑛] = 𝐹 [𝑥1 − 𝑎1, . . . , 𝑥𝑛 − 𝑎𝑛] = ⊕∞
𝑖=0𝐹 [𝑥1 − 𝑎1, . . . , 𝑥𝑛 − 𝑎𝑛]

(𝑖)
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has a natural grading by the 𝐹 -linear spaces 𝐹 [𝑥1 − 𝑎1, . . . , 𝑥𝑛 − 𝑎𝑛]
(𝑖) of the homo-

geneous polynomials on 𝑥1 − 𝑎1, . . . , 𝑥𝑛 − 𝑎𝑛 of degree 𝑖 ≥ 0. An arbitrary 𝐹 -linear
derivation 𝐷𝑎 : 𝐹 [𝑥1, . . . , 𝑥𝑛] → 𝐹 at 𝑎 ∈ 𝐹𝑛 vanishes on 𝐹 [𝑥1−𝑎1, . . . , 𝑥𝑛−𝑎𝑛](0) =
𝐹 and on the homogeneous polynomials 𝐹 [𝑥1 − 𝑎1, . . . , 𝑥𝑛 − 𝑎𝑛]

(𝑖) of degree 𝑖 ≥ 2.
Thus, 𝐷𝑎 is uniquely determined by its restriction to the 𝑛-dimensional space

𝐹 [𝑥1 − 𝑎1, . . . , 𝑥𝑛 − 𝑎𝑛]
(1) = Span𝐹 (𝑥1 − 𝑎1, . . . , 𝑥𝑛 − 𝑎𝑛)

over 𝐹 . That enables to identify the Zariski tangent space

𝑇𝑎(F𝑞
𝑛
, 𝐹 ) ≃ Der𝑎(𝐹 [𝑥1, . . . , 𝑥𝑛], 𝐹 ) ≃ Hom𝐹 (𝐹 [𝑥1 − 𝑎1, . . . , 𝑥𝑛 − 𝑎𝑛]

(1), 𝐹 )

to F𝑞
𝑛

at 𝑎 with the space of the 𝐹 -linear functionals on the homogeneous linear
polynomials 𝐹 [𝑥1 − 𝑎1, . . . , 𝑥𝑛 − 𝑎𝑛]

(1). Note that 𝑥1 − 𝑎1, . . . , 𝑥𝑛 − 𝑎𝑛 is a basis
of 𝐹 [𝑥1 − 𝑎1, . . . , 𝑥𝑛 − 𝑎𝑛]

(1) over 𝐹 and denote by
(︁

𝜕
𝜕𝑥1

)︁
𝑎
, . . . ,

(︁
𝜕

𝜕𝑥𝑛

)︁
𝑎

its dual

basis. In other words,
(︁

𝜕
𝜕𝑥𝑗

)︁
𝑎
∈ 𝑇𝑎(F𝑞

𝑛
, 𝐹 ) are the uniquely determined 𝐹 -linear

functionals on 𝐹 [𝑥1 − 𝑎1, . . . , 𝑥𝑛 − 𝑎𝑛]
(1) with

(︂
𝜕

𝜕𝑥𝑗

)︂

𝑎

(𝑥𝑖 − 𝑎𝑖) = 𝛿𝑖𝑗 =

{︃
1 for 1 ≤ 𝑖 = 𝑗 ≤ 𝑛,
0 for 1 ≤ 𝑖 ̸= 𝑗 ≤ 𝑛.

As a result, the Zariski tangent space to 𝑋 at 𝑎 ∈ 𝑋(𝐹 ) over 𝐹 can be described as
the linear subspace

𝑇𝑎(𝑋,𝐹 ) =

⎧
⎨
⎩𝑣 =

𝑛∑︁

𝑗=1

𝑣𝑗

(︂
𝜕

𝜕𝑥𝑗

)︂

𝑎

⃒⃒
⃒

𝑛∑︁

𝑗=1

𝑣𝑗
𝜕𝑓𝑖
𝜕𝑥𝑗

(𝑎) = 0, 1 ≤ 𝑖 ≤ 𝑚

⎫
⎬
⎭

of 𝐹𝑛 for any generating set 𝑓1, . . . , 𝑓𝑚 of 𝐼(𝑋,𝐹 ) = ⟨𝑓1, . . . , 𝑓𝑚⟩𝐹 .

Definition 2.1. If 𝐹 = F𝑞𝑠 is a finite field and 𝑋/F𝑞 ⊂ F𝑞
𝑛

is an arbitrary
irreducible affine variety defined over F𝑞 then the linear space 𝑇𝑎(𝑋,F𝑞𝑠) ⊂ F𝑛𝑞𝑠 over
F𝑞𝑠 is called a tangent code. The parity check matrix of that code is the Jacobian
matrix

𝜕𝑓

𝜕𝑥
=
𝜕(𝑓1, . . . , 𝑓𝑚)

𝜕(𝑥1, . . . , 𝑥𝑛)
=

(︃
𝜕𝑓1
𝜕𝑥1

· · · 𝜕𝑓1
𝜕𝑥𝑛

𝜕𝑓𝑚
𝜕𝑥1

· · · 𝜕𝑓𝑚
𝜕𝑥𝑛

)︃

of a generating set 𝑓1, . . . , 𝑓𝑚 of 𝐼(𝑋,F𝑞𝑠) ▷ F𝑞𝑠 [𝑥1, . . . , 𝑥𝑛].

Let 𝑋/F𝑞 ⊂ F𝑞
𝑛

be an irreducible affine variety, defined over F𝑞 and 𝑎 =
(𝑎1, . . . , 𝑎𝑛) ∈ 𝑋. The minimal extension F𝑞𝛿(𝑎) := F𝑞(𝑎1, . . . , 𝑎𝑛) of the basic
field F𝑞, which contains the components of 𝑎 is called the definition field of 𝑎. If
F𝑞𝛿(𝑎𝑖) = F𝑞(𝑎𝑖) are the definition fields of 𝑎𝑖 ∈ F𝑞 over F𝑞, then 𝛿(𝑎) is the least
common multiple of 𝛿(𝑎1), . . . , 𝛿(𝑎𝑛). Note that 𝑎 ∈ 𝑋(F𝑞𝑚) := 𝑋 ∩ F𝑛𝑞𝑚 is an F𝑞𝑚 -
rational point if and only if 𝛿(𝑎) divides 𝑚. For all 𝑙 ∈ N the Zariski tangent spaces
𝑇𝑎(𝑋,F𝑞𝑙𝛿(𝑎)) have one and a same parity check matrix

𝜕𝑓

𝜕𝑥
(𝑎) :=

𝜕(𝑓1, . . . , 𝑓𝑚)

𝜕(𝑥1, . . . , 𝑥𝑛)
(𝑎) ∈𝑀𝑚×𝑛(F𝑞𝛿(𝑎))
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and are uniquely determined by 𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) as the tensor products

𝑇𝑎(𝑋,F𝑞𝑙𝛿(𝑎)) = 𝑇𝑎(𝑋,F𝑞𝛿(𝑎))⊗F
𝑞𝛿(𝑎)

F𝑞𝑙𝛿(𝑎) .

In particular, 𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) and 𝑇𝑎(𝑋,F𝑞𝑙𝛿(𝑎)) have one and a same dimension
𝑛 − rkF

𝑞𝛿(𝑎)

𝜕𝑓
𝜕𝑥 (𝑎) over F𝑞𝛿(𝑎) , respectively, over F𝑞𝑙𝛿(𝑎) . The minimum distances

of 𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) and 𝑇𝑎(𝑋,F𝑞𝑙𝛿(𝑎)) coincide, as far as they equal the minimal natural
number 𝑑 for which 𝜕𝑓

𝜕𝑥 (𝑎) has 𝑑 linearly dependent columns. From now on, we write
dim𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) for the dimension of 𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) over F𝑞𝛿(𝑎) .

Let 𝑋 = 𝑋1 ∪ · · · ∪ 𝑋𝑠 be a reducible affine variety and 𝑎 ∈ 𝑋𝑖1 ∩ · · · ∩ 𝑋𝑖𝑟

with 1 ≤ 𝑖1 < · · · < 𝑖𝑟 ≤ 𝑠 be a common point of 𝑟 ≥ 2 irreducible components
𝑋𝑖𝑗 of 𝑋. In general, 𝑋𝑖𝑗 have different Zariski tangent spaces at 𝑎 and the union
𝑇𝑎(𝑋𝑖1 ,F𝑞𝛿(𝑎)) ∪ · · · ∪ 𝑇𝑎(𝑋𝑖𝑟 ,F𝑞𝛿(𝑎)) is not an F𝑞𝛿(𝑎) -linear subspace of F𝑛

𝑞𝛿(𝑎) . That
is why we give the following definition of a tangent code to a reducible variety.

Definition 2.2. If 𝑋/F𝑞 ⊂ F𝑞
𝑛

is a reducible affine variety, defined over F𝑞,
then the tangent code 𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) to 𝑋 at 𝑎 ∈ 𝑋 is the F𝑞𝛿(𝑎) -linear code of length
𝑛 with parity check matrix

𝜕𝑓

𝜕𝑥
(𝑎) =

𝜕(𝑓1, . . . , 𝑓𝑚)

𝜕(𝑥1, . . . , 𝑥𝑛)
(𝑎) ∈𝑀𝑚×𝑛(F𝑞𝛿(𝑎)),

for some generators 𝑓1, . . . , 𝑓𝑚 ∈ F𝑞[𝑥1, . . . , 𝑥𝑛] of 𝐼(𝑋,F𝑞) = ⟨𝑓1, . . . , 𝑓𝑚⟩F𝑞
.

For a systematic study of the Zariski tangent spaces to an affine variety see [1,
7, 9, 10] or [4].

3. Immediate properties of tangent codes construction

3.1. Typical minimum distance of a tangent code

Let us recall that the Hamming weight 𝑤(𝑥) of vector 𝑥 = (𝑥1, . . . , 𝑥𝑛) ∈ F𝑛𝑞
is the number of the non-zero components and 𝑤(𝑥) ∈ {0, 1, . . . , 𝑛}. The Hamming
distance 𝑑(𝑥, 𝑦) between vectors 𝑥, 𝑦 ∈ F𝑛𝑞 is the number of the different components
𝑥𝑖 ̸= 𝑦𝑖 and 𝑑 : F𝑛𝑞 × F𝑛𝑞 → {0, 1, . . . , 𝑛}, where 𝑑(𝑥, 𝑦) := 𝑤(𝑥− 𝑦).

For an arbitrary finite set 𝑆 and an arbitrary natural number 𝑡 ≤ |𝑆| let us
denote by

(︀
𝑆
𝑡

)︀
the collection of the 𝑡-sets of 𝑆, i.e., the family of the unordered

subsets of 𝑆 of cardinality 𝑡. In the case of 𝑆 = {1, . . . , 𝑛}, we write
(︀
1,...,𝑛

𝑡

)︀
instead

of
(︀{1,...,𝑛}

𝑡

)︀
. For an arbitrary subset 𝛾 ∈

(︀
1,...,𝑛

𝑑

)︀
of {1, . . . , 𝑛} of cardinality 𝑑, the

erasing
Π𝛾 : F𝑞

𝑛 −→ F𝑞
𝑛−𝑑

of the components 𝑥𝛾 = (𝑥𝛾1
, . . . , 𝑥𝛾𝑑

), labeled by 𝛾 = {𝛾1, . . . , 𝛾𝑑} is called the
puncturing at 𝛾. If ¬𝛾 = {1, . . . , 𝑛} ∖ 𝛾 = {𝛿1, . . . , 𝛿𝑛−𝑑} is the complement of 𝛾,
then

Π𝛾(𝑥1, . . . , 𝑥𝑛) = 𝑥¬𝛾 = (𝑥𝛿1 , . . . , 𝑥𝛿𝑛−𝑑
).
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Any codeword of a linear code 𝐶 ⊂ F𝑛𝑞 , whose weight equals the minimum Hamming
distance is in the kernel of some puncturing Π𝛾 of 𝐶 at 𝛾 ∈

(︀
1,...,𝑛

𝑑

)︀
. Note that the

puncturing
Π𝛾 : 𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) −→ Π𝛾𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) ⊆ F𝑛−|𝛾|

𝑞𝛿(𝑎)

of a finite Zariski tangent space to 𝑋 coincides with the differential

Π𝛾 = (𝑑Π𝛾)𝑎 : 𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) −→ 𝑇Π𝛾(𝑎)(Π𝛾(𝑋),F𝑞𝛿(𝑎))

of the puncturing
Π𝛾 : 𝑋 −→ Π𝛾(𝑋)

of the corresponding irreducible affine variety 𝑋. That allows to study the minimum
distance of 𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) by the global properties of the puncturing Π𝛾 : 𝑋 → Π𝛾(𝑋)
of 𝑋.

In order to formulate precisely, let us recall that a finite morphism 𝜙 : 𝑋 →
𝜙(𝑋) is called separable if the finite extension F𝑞(𝜙(𝑋)) ⊆ F𝑞(𝑋) of the corre-
sponding function fields is separable. This means that the minimal polynomial
𝑔𝜉(𝑡) ∈ F𝑞(𝜙(𝑋))[𝑡] of an arbitrary element 𝜉 ∈ F𝑞(𝑋) over F𝑞(𝜙(𝑋)) has no multi-
ple roots.

A morphism 𝜙 : 𝑋 → 𝜙(𝑋) is infinitesimally injective at some point 𝑎 ∈ 𝑋,
if the differential (𝑑𝜙)𝑎 : 𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) → 𝑇𝜙(𝑎)(𝜙(𝑋),F𝑞𝛿(𝑎)) of 𝜙 at 𝑎 is an F𝑞𝛿(𝑎) -
linear embedding. Let us denote by Inf Inj(𝜙) the set of the points 𝑎 ∈ 𝑋, at which
the morphism 𝜙 : 𝑋 → 𝜙(𝑋) is infinitesimally injective.

Lemma 3.1. Let us suppose that 𝑋/F𝑞 ⊂ F𝑞
𝑛

is an irreducible affine variety,
defined over F𝑞 and

Π𝛾 : 𝑋 −→ Π𝛾(𝑋) ⊆ F𝑞
𝑛−𝑑

is its puncturing at 𝛾 ∈
(︀
1,...,𝑛

𝑑

)︀
.

(i) The infinitesimally injective locus

Inf Inj(Π𝛾) = 𝑋 ∖ 𝑉
(︂
det

𝜕𝑓𝛿
𝜕𝑥𝛾

⃒⃒
⃒ 𝛿 ∈

(︂
1, . . . ,𝑚

𝑑

)︂)︂
(3.1)

is a Zariski open subset of 𝑋.

(ii) If the set Inf Inj(Π𝛾) ∩ Π−1
𝛾 (Π𝛾(𝑋)smooth) ̸= ∅ is non-empty, then the

puncturing Π𝛾 : 𝑋 → Π𝛾(𝑋) is a finite morphism,

Inf Inj(Π𝛾) ∩Π−1
𝛾 (Π𝛾(𝑋)smooth) ⊆ 𝑋smooth

and the differentials

(𝑑Π𝛾)𝑎 : 𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) −→ 𝑇Π𝛾(𝑎)(Π𝛾(𝑋),F𝑞𝛿(𝑎))

are surjective at all the points 𝑎 ∈ Inf Inj(Π𝛾) ∩Π−1
𝛾 (Π𝛾(𝑋)smooth).
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(iii) If the puncturing Π𝛾 : 𝑋 → Π𝛾(𝑋) is a finite separable morphism then
the intersection Inf Inj(Π𝛾) ∩ Π−1

𝛾 (Π𝛾(𝑋)smooth) ̸= ∅ is a Zariski dense
subset of 𝑋. In particular, for a finite Π𝛾 : 𝑋 → Π𝛾(𝑋), whose degree
degΠ𝛾 := [F𝑞(𝑋) : F𝑞(Π𝛾(𝑋))] is relatively prime to 𝑝 = charF𝑞, the
subset ∅ ̸= Inf Inj(Π𝛾) ∩Π−1

𝛾 (Π𝛾(𝑋)smooth) ⊆ 𝑋 is Zariski dense.

Proof. (i) The kernel of the differential

(𝑑Π𝛾)𝑎 : 𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) −→ 𝑇Π𝛾(𝑎)(Π𝛾(𝑋),F𝑞𝛿(𝑎))

consists of the tangent vectors 𝑣(𝑎) ∈ 𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) with Supp(𝑣(𝑎)) ⊆ 𝛾. Thus,
ker(𝑑Π𝛾) ̸= {0𝑛} exactly when rk 𝜕𝑓

𝜕𝑥𝛾
(𝑎) < 𝑑. That justifies

𝑋 ∖ Inf Inj(Π𝛾) = 𝑋 ∩ 𝑉
(︂
det

𝜕𝑓𝛿
𝜕𝑥𝛾

⃒⃒
⃒ 𝛿 ∈

(︂
1, . . . ,𝑚

𝑑

)︂)︂
,

whereas (3.1).
(ii) Let us recall that dim𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) ≥ dim𝑋 = 𝑘 at all the points 𝑎 ∈ 𝑋.

If 𝑎 ∈ Inf Inj(Π𝛾) ∩Π−1
𝛾 (Π𝛾(𝑋)smooth), then

(𝑑Π𝛾)𝑎 : 𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) −→ 𝑇Π𝛾(𝑎)(Π𝛾(𝑋),F𝑞𝛿(𝑎))

is injective and dim𝑇Π𝛾(𝑎)(Π𝛾(𝑋),F𝑞𝛿(𝑎)) = dimΠ𝛾(𝑋). Combining with the in-
equality dimΠ𝛾(𝑋) ≤ dim𝑋, one obtains

dim𝑋 ≤ dim𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) = dim(𝑑Π𝛾)𝑎𝑇𝑎(𝑋,F𝑞𝛿(𝑎))

≤ dim𝑇Π𝛾(𝑎)(Π𝛾(𝑋),F𝑞𝛿(𝑎)) = dimΠ𝛾(𝑋) ≤ dim𝑋.

Therefore (𝑑Π𝛾)𝑎𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) = 𝑇Π𝛾(𝑎)(Π𝛾(𝑋),F𝑞𝛿(𝑎)), dim𝑋 = dim𝑇𝑎(𝑋,F𝑞) and
the dimensions dimΠ𝛾(𝑋) = dim𝑋 coincide. In other words, the differential
(𝑑Π𝛾)𝑎 : 𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) −→ 𝑇Π𝛾(𝑎)(Π𝛾(𝑋),F𝑞𝛿(𝑎)) is surjective, 𝑎 ∈ 𝑋smooth is a
smooth point and Π𝛾 : 𝑋 → Π𝛾(𝑋) is a finite morphism.

(iii) Without loss of generality, assume that 𝛾 = {1, . . . , 𝑑}, whereas ¬𝛾 :=
{1, . . . , 𝑛} ∖ 𝛾 = {𝑑 + 1, . . . , 𝑛}. Note that the puncturing Π𝛾 : 𝑋 → Π𝛾(𝑋) is
a finite morphism if and only if 𝑥𝑠 := 𝑥𝑠 + 𝐼(𝑋,F𝑞) ∈ F𝑞(𝑋) are algebraic over
F𝑞(Π𝛾(𝑋)) = F𝑞(𝑥¬𝛾) for all 1 ≤ 𝑠 ≤ 𝑑. Let 𝑔𝑠(𝑥𝑠) ∈ F𝑞(Π𝛾(𝑋))[𝑥𝑠] be the minimal
polynomial of 𝑥𝑠 over F𝑞(Π𝛾(𝑋)) and 𝑓𝑠(𝑥𝑠, 𝑥¬𝛾) ∈ F𝑞[𝑥𝑠, 𝑥¬𝛾 ] be the product of
𝑔𝑠 with the least common multiple of the denominators of the coefficients of 𝑔𝑠.
Then 𝑓𝑠(𝑥𝑠, 𝑥¬𝛾) is irreducible in F𝑎[𝑥𝑠, 𝑥¬𝛾 ] and defined up to a multiple from
F𝑞

*
. Moreover, 𝑓𝑠(𝑥𝑠, 𝑥¬𝛾) ∈ 𝐼(𝑋,F𝑞) is of minimal degree deg𝑥𝑠

𝑓𝑠(𝑥𝑠, 𝑥¬𝛾) =

deg 𝑔𝑠(𝑥𝑠) = degF𝑞(Π𝛾(𝑋)) 𝑥𝑠 with respect to 𝑥𝑠. According to 𝑓1, . . . , 𝑓𝑑 ∈ 𝐼(𝑋,F𝑞),
the Zariski tangent space 𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) at an arbitrary point 𝑎 ∈ 𝑋 is contained in
the F𝑞𝛿(𝑎)-linear code 𝐶(𝑎) with parity check matrix

𝜕(𝑓1, . . . , 𝑓𝑑)

𝜕(𝑥1, . . . , 𝑥𝑛)
(𝑎) =

⎛
⎜⎜⎝

𝜕𝑓1
𝜕𝑥1

(𝑎) · · · 0 𝜕𝑓1
𝜕𝑥𝑑+1

(𝑎) · · · 𝜕𝑓1
𝜕𝑥𝑛

(𝑎)
...

. . .
...

...
. . .

...
0 · · · 𝜕𝑓𝑑

𝜕𝑥𝑑
(𝑎) 𝜕𝑓𝑑

𝜕𝑥𝑑+1
(𝑎) · · · 𝜕𝑓𝑑

𝜕𝑥𝑛
(𝑎)

⎞
⎟⎟⎠ .
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Note that Π−1
𝛾 (Π𝛾(𝑋)smooth) is a non-empty, Zariski open, Zariski dense subset of

the irreducible affine variety 𝑋 and Inf Inj(Π𝛾) ⊆ 𝑋 is Zariski open by (i), so that
the intersection Inf Inj(Π𝛾)∩Π−1

𝛾 (Π𝛾(𝑋)smooth) = ∅ only when Inf Inj(Π𝛾) = ∅. We
claim that Inf Inj(Π𝛾) = ∅ requires the inseparability of 𝑥𝑠 := 𝑥𝑠+𝐼(𝑋,F𝑞) ∈ F𝑞(𝑋)
over F𝑞(Π𝛾) for some 1 ≤ 𝑠 ≤ 𝑑. This suffices for Inf Inj(Π𝛾)∩Π−1

𝛾 (Π𝛾(𝑋)smooth) ̸=
∅ in the case of a finite separable morphism Π𝛾 : 𝑋 → Π𝛾(𝑋). The inseparability
of 𝑥𝑠 := 𝑥𝑠+ ∈ 𝐼(𝑋,F𝑞) ∈ F𝑞(𝑋) over F𝑞(Π𝛾) holds only when 𝑝 = charF𝑞 divides
the degree

degF𝑞(Π𝛾(𝑋)) 𝑥𝑠 := [F𝑞(Π𝛾(𝑋))(𝑥𝑠) : F𝑞(Π𝛾(𝑋))]

of 𝑥𝑠 over F𝑞(Π𝛾(𝑋)). Bearing in mind that the degree degF𝑞(Π𝛾(𝑋)) 𝑥𝑠 of 𝑥𝑠 divides
the degree degΠ𝛾 = [F𝑞(𝑋) : F𝑞(Π𝛾(𝑋))] of Π𝛾 , one concludes that the intersection
Inf Inj(Π𝛾)∩Π−1

𝛾 (Π𝛾(𝑋)smooth) ̸= ∅ is non-empty in the case of gcd(degΠ𝛾 , 𝑝) = 1.
By the very definition of an etale morphism, Inf Inj(Π𝛾) = ∅ amounts to

the existence of a nowhere vanishing vector field 𝑣 : 𝑋 → ∐︀
𝑎∈𝑋

𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) with

Supp 𝑣(𝑎) ⊆ 𝛾 for all 𝑎 ∈ 𝑋. Then 𝑣(𝑎) ∈ 𝐶(𝑎) for all 𝑎 ∈ 𝑋 and rk 𝜕(𝑓1,...,𝑓𝑑)
𝜕(𝑥1,...,𝑥𝑑)

(𝑎) <
𝑑. Thus,

det
𝜕(𝑓1, . . . , 𝑓𝑑)

𝜕(𝑥1, . . . , 𝑥𝑑)
(𝑎) =

𝑑∏︁

𝑠=1

𝜕𝑓𝑠
𝜕𝑥𝑠

(𝑎) = 0 for ∀𝑎 ∈ 𝑋

and
𝑑∏︀

𝑠=1

𝜕𝑓𝑠
𝜕𝑥𝑠

∈ 𝐼(𝑋,F𝑞). The absolute ideal 𝐼(𝑋,F𝑞) ▷ F𝑞[𝑥1, . . . , 𝑥𝑛] of the irre-

ducible affine variety 𝑋 is prime, so that there is 1 ≤ 𝑠 ≤ 𝑑 with 𝜕𝑓𝑠
𝜕𝑥𝑠

∈ 𝐼(𝑋,F𝑞).
Since 𝑓𝑠(𝑥𝑠, 𝑥¬𝛾) ∈ 𝐼(𝑋,F𝑞) is of minimal deg𝑥𝑠

𝑓𝑠(𝑥𝑠, 𝑥¬𝛾) and deg𝑥𝑠

𝜕𝑓𝑠(𝑥𝑠,𝑥¬𝛾)
𝜕𝑥𝑠

<

deg𝑥𝑠
𝑓𝑠(𝑥𝑠, 𝑥¬𝛾), there follows 𝜕𝑓𝑠(𝑥𝑠,𝑥¬𝛾)

𝜕𝑥𝑠
≡ 0F𝑞

∈ F𝑞[𝑥𝑠, 𝑥¬𝛾 ]. As a result, 𝜕𝑔𝑠(𝑥𝑠)
𝜕𝑥𝑠

≡
0 and 𝑥𝑠 is inseparable over F𝑞(Π𝛾(𝑋)).

Note that Lemma 3.1 (ii) is a sort of a generalization of the Implicit Func-
tion Theorem, according to which a puncturing Π𝛾 : 𝑋 → Π𝛾(𝑋) with an injective
differential at some 𝑎 ∈ Π−1

𝛾 (Π𝛾(𝑋))smooth is a finite morphism.
For an arbitrary irreducible affine variety 𝑋/F𝑞 ⊂ F𝑞

𝑛
, defined over F𝑞, let us

denote by
𝑋(≤𝑑) := {𝑎 ∈ 𝑋 | 𝑑(𝑇𝑎(𝑋,F𝑞𝛿(𝑎))) ≤ 𝑑}

the set of the points 𝑎 ∈ 𝑋, at which the finite Zariski tangent spaces are of minimum
distance ≤ 𝑑. Similarly, put

𝑋(𝑑) := {𝑎 ∈ 𝑋 | 𝑑(𝑇𝑎(𝑋,F𝑞𝛿(𝑎))) = 𝑑} and 𝑋(≥𝑑) := {𝑎 ∈ 𝑋 | 𝑑(𝑇𝑎(𝑋,F𝑞𝛿(𝑎))) ≥ 𝑑}.

The next proposition establishes that if an irreducible affine variety 𝑋 admits
a tangent code 𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) of minimum distance ≥ 𝑑 + 1 then “almost all” finite
Zariski tangent spaces to 𝑋 are of minimum distance ≥ 𝑑+1. If there is a non-finite
puncturing Π𝛾 : 𝑋 → Π𝛾(𝑋) at |𝛾| = 𝑑 variables, we show that all the tangent codes
to 𝑋 are of minimum distance ≤ 𝑑. When all the puncturings Π𝛾 : 𝑋 → Π𝛾(𝑋) at
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|𝛾| = 𝑑 variables are finite and separable, the minimum distance of a finite Zariski
tangent space to 𝑋 is bounded below by 𝑑+ 1 at “almost all” points of 𝑋.

Proposition 3.2. Let 𝑋/F𝑞 ⊂ F𝑞
𝑛

be an irreducible affine variety of dimension
𝑘 ∈ N, defined over F𝑞.

(i) For an arbitrary natural number 𝑑 ≤ 𝑛− 𝑘 + 1 the locus

𝑋(≥𝑑+1) = ∩𝛾∈(1,...,𝑛𝑑 ) Inf Inj(Π𝛾)

= 𝑋 ∖ 𝑉

⎛
⎜⎝

∏︁

𝑖∈(1,...,𝑛𝑑 )

det
𝜕𝑓𝜙(𝑖)

𝜕𝑥𝑖

⃒⃒
⃒⃒𝜙 :

(︂
1, . . . , 𝑛

𝑑

)︂
→
(︂
1, . . . ,𝑚

𝑑

)︂
⎞
⎟⎠

is a Zariski open subset of 𝑋.

(ii) If there is a non-finite puncturing Π𝛾 : 𝑋 → Π𝛾(𝑋) at |𝛾| = 𝑑 coordinates,
then 𝑋 = 𝑋(≤𝑑). Moreover, in the case of 𝑋(𝑑) ̸= ∅ the locus 𝑋(𝑑) =
𝑋(≥𝑑) is a Zariski dense, Zariski open subset of 𝑋.

(iii) If for any 𝛾 ∈
(︀
1,...,𝑛

𝑑

)︀
the puncturing Π𝛾 : 𝑋 → Π𝛾(𝑋) is finite and

separable, then the subset 𝑋(≥𝑑+1) ⊆ 𝑋 is Zariski dense. In particular, if
for any 𝛾 ∈

(︀
1,...,𝑛

𝑑

)︀
the puncturing Π𝛾 : 𝑋 → Π𝛾(𝑋) is a finite morphism

with gcd(degΠ𝛾 , charF𝑞) = 1 for degΠ𝛾 := [F𝑞(𝑋) : F𝑞(Π𝛾(𝑋))], then
𝑋(≥𝑑+1) is a Zariski dense subset of 𝑋.

Proof. (i) Let us observe that 𝑎 ∈ 𝑋(≥𝑑+1) if and only if there is no tangent vector
𝑣 ∈ 𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) ∖ {0𝑛} with Supp(𝑣) ⊆ 𝛾 for some 𝛾 ∈

(︀
1,...,𝑛

𝑑

)︀
. That amounts to

ker(𝑑Π𝛾)𝑎 = {𝑣 ∈ 𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) | Supp(𝑣) ⊆ 𝛾} = {0𝑛}

and holds exactly when 𝑎 ∈ Inf Inj(Π𝛾) for all 𝛾 ∈
(︀
1,...,𝑛

𝑑

)︀
.

Let 𝐼(𝑋,F𝑞) = ⟨𝑓1, . . . , 𝑓𝑚⟩ ▷ F𝑞[𝑥1, . . . , 𝑥𝑛] be generated by some polynomials
𝑓1, . . . , 𝑓𝑚 ∈ F𝑞[𝑥1, . . . , 𝑥𝑛]. Then 𝑎 ∈ 𝑋(≥𝑑+1) exactly when any 𝑑-tuple of columns
of 𝜕𝑓

𝜕𝑥 (𝑎) is linearly independent. In other words, rk 𝜕𝑓
𝜕𝑥𝑖

(𝑎) = rk 𝜕(𝑓1,...,𝑓𝑚)
𝜕(𝑥𝑖1

,...,𝑥𝑖𝑑
) (𝑎) = 𝑑

for all 𝑖 ∈
(︀
1,...,𝑛

𝑑

)︀
. By 𝑘 = dim𝑋 ≥ 𝑛 − 𝑚 there follows 𝑚 ≥ 𝑛 − 𝑘 ≥ 𝑑 and

rk 𝜕𝑓
𝜕𝑥𝑖

(𝑎) = 𝑑 is equivalent to det
𝜕𝑓𝛾
𝜕𝑥𝑖

(𝑎) ̸= 0 for some 𝛾 ∈
(︀
1,...,𝑚

𝑑

)︀
. Thus,

𝑋(≥𝑑+1) = ∩𝑖∈(1,...,𝑛𝑑 )

[︂
∪𝛾∈(1,...,𝑚𝑑 )

(︂
𝑋 ∖ 𝑉

(︂
det

𝜕𝑓𝛾
𝜕𝑥𝑖

)︂)︂]︂

= ∩𝑖∈(1,...,𝑛𝑑 )

[︂
𝑋 ∖ 𝑉

(︂
det

𝜕𝑓𝛾
𝜕𝑥𝑖

⃒⃒
⃒⃒ 𝛾 ∈

(︂
1, . . . ,𝑚

𝑑

)︂)︂]︂

= 𝑋 ∖ ∪𝑖∈(1,...,𝑛𝑑 )𝑉

(︂
det

𝜕𝑓𝛾
𝜕𝑥𝑖

⃒⃒
⃒⃒ 𝛾 ∈

(︂
1, . . . ,𝑚

𝑑

)︂)︂

= 𝑋 ∖ 𝑉

⎛
⎜⎝

∏︁

𝑖∈(1,...,𝑛𝑑 )

det
𝜕𝑓𝜙(𝑖)

𝜕𝑥𝑖

⃒⃒
⃒⃒𝜙 :

(︂
1, . . . , 𝑛

𝑑

)︂
→
(︂
1, . . . ,𝑚

𝑑

)︂
⎞
⎟⎠ ,

(3.2)
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where 𝜙 :
(︀
1,...,𝑛

𝑑

)︀
→
(︀
1,...,𝑚

𝑑

)︀
vary over all the maps of the collection of the subsets of

{1, . . . , 𝑛} of cardinality 𝑑 in the family of the subsets of {1, . . . ,𝑚} of cardinality
𝑑. The last equality in (3.2) follows from

∪𝑖∈(1,...,𝑛𝑑 )𝑉 (𝑆𝑖) = 𝑉

⎛
⎜⎝

∏︁

𝑖∈(1,...,𝑛𝑑 )

𝑆𝑖

⎞
⎟⎠

for

∏︁

𝑖∈(1,...,𝑛𝑑 )

𝑆𝑖 :=

⎧
⎪⎨
⎪⎩

∏︁

𝑖∈(1,...,𝑛𝑑 )

𝑔𝑖 | 𝑔𝑖 ∈ 𝑆𝑖

⎫
⎪⎬
⎪⎭
, 𝑆𝑖 :=

{︂
det

𝜕𝑓𝛾
𝜕𝑥𝑖

⃒⃒
⃒⃒ 𝛾 ∈

(︂
1, . . . ,𝑚

𝑑

)︂}︂
.

(ii) We claim that at any point 𝑎 ∈ Π−1
𝛾 (Π𝛾(𝑋)smooth) the Zariski tangent space

𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) contains a non-zero word, supported by 𝛾. To this end, it suffices to
establish that the differential

(𝑑Π𝛾)𝑎 : 𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) −→ 𝑇Π𝛾(𝑎)(Π𝛾(𝑋),F𝑞𝛿(𝑎))

of Π𝛾 at 𝑎 is non-injective. Assume the opposite, i.e., that ker(𝑑Π𝛾)𝑎 = 0. Then

𝑘 ≤ dim𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) ≤ dim𝑇Π𝛾(𝑎)(Π𝛾(𝑋),F𝑞𝛿(𝑎)) = dimΠ𝛾(𝑋).

The morphism Π𝛾 : 𝑋 → Π𝛾(𝑋) is not finite, so that dimΠ𝛾(𝑋) < dim𝑋 = 𝑘.
That leads to a contradiction and implies that ker(𝑑Π𝛾)𝑎 ̸= 0 at any point 𝑎 ∈
Π−1

𝛾 (Π𝛾(𝑋)smooth). As a result, Π−1
𝛾 (Π𝛾(𝑋)smooth) ⊆ 𝑋(≤𝑑). According to (i),

𝑋(≤𝑑) is a Zariski closed subset of 𝑋. The non-empty, Zariski open, Zariski dense
subset Π−1

𝛾 (Π𝛾(𝑋)smooth) of 𝑋 is Zariski dense, so that

𝑋 = Π−1
𝛾 (Π𝛾(𝑋)smooth) ⊆ 𝑋(≤𝑑) = 𝑋(≤𝑑),

whereas 𝑋 = 𝑋(≤𝑑). Now, 𝑋(𝑑) = 𝑋(≤𝑑) ∩𝑋(≥𝑑) = 𝑋 ∩𝑋(≥𝑑) = 𝑋(≥𝑑) is a Zariski
open subset of 𝑋, whereas Zariski dense for 𝑋(𝑑) ̸= ∅.

(iii) According to Lemma 3.1 (iii), if Π𝛾 : 𝑋 → Π𝛾(𝑋) is a finite separable
morphism or a finite morphism with gcd(degΠ𝛾 , charF𝑞) = 1, then Inf Inj(Π𝛾) ∩
Π−1

𝛾 (Π𝛾(𝑋)smooth) ̸= ∅. In particular, Inf Inj(Π𝛾) ̸= ∅. Since Inf Inj(Π𝛾) is Zariski
open by Lemma 3.1 (i), the finite intersection 𝑋(≥𝑑+1) = ∩𝛾∈(1,...,𝑛𝑑 ) Inf Inj(Π𝛾) of
the non-empty, Zariski open subsets Inf Inj(Π𝛾) ⊆ 𝑋 is a non-empty, Zariski open,
Zariski dense subset of the irreducible affine variety 𝑋.

The above proposition reveals that for any point 𝑎 ∈ 𝑋(𝑑) there exists a 𝑑-tuple
of indices 𝛾 ∈

(︀
1,...,𝑛

𝑑

)︀
, such that Π𝛾 : 𝑋 → Π𝛾(𝑋) is not infinitesimally injective

at 𝑎.
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3.2. Reproducing the dimension and the minimum distance of a code

For an arbitrary F𝑞-linear [𝑛, 𝑘, 𝑑]-code 𝐶 we provide explicit equations of a
twisted embedding of F𝑞

𝑘
in F𝑞

𝑛
, whose tangent codes 𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) at a generic

point reproduce the length 𝑛, the dimension 𝑘 and the minimum distance 𝑑 of 𝐶.
If not specified otherwise, 𝐻 = (𝐻1 . . . 𝐻𝑛) is a parity check matrix of the linear

code under consideration. For any 𝜆 ∈
(︀
1,...,𝑛

𝑡

)︀
we denote by 𝐻𝜆 the columns of 𝐻,

labeled by 𝜆. If 𝜇 ∈
(︀
1,...,𝑚

𝑠

)︀
, then 𝐻𝜇,𝜆 is the collection of the rows of 𝐻𝜆, labeled

by 𝜇.

Corollary 3.3. Let 𝐶 be an F𝑞-linear [𝑛, 𝑘, 𝑑]-code and 𝜎 ∈
(︀
1,...,𝑛

𝑑

)︀
be the

support of a non-zero word 𝑐 ∈ 𝐶 ∖ {0𝑛}. Then there is a smooth irreducible 𝑘-
dimensional affine variety 𝑋/F𝑞 ⊂ F𝑞

𝑛
, isomorphic to F𝑞

𝑘
, such that 0𝑛 ∈ 𝑋,

𝑇0𝑛(𝑋,F𝑞) = 𝐶 and 𝑐 ∈ 𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) for all 𝑎 ∈ 𝑋.
In particular, 𝑋 = 𝑋(≤𝑑), so that 𝑋(𝑑) = 𝑋(≥𝑑) ̸= ∅ is a Zariski open, Zariski

dense subset of 𝑋 and 𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) are [𝑛, 𝑘, 𝑑]-codes for all 𝑎 ∈ 𝑋(𝑑).

Proof. Let 𝐻 ∈𝑀(𝑛−𝑘)×𝑛(F𝑞) be a parity check matrix of the code 𝐶 with columns
𝐻𝑠 ∈ 𝑀(𝑛−𝑘)×1(F𝑞) and 𝜎′ = 𝜎 ∖ {𝜎𝑑} for some 𝜎𝑑 ∈ 𝜎. Since 𝐶 is of minimum
distance 𝑑, the columns of 𝐻, labeled by 𝜎′ are linearly independent. Bearing in
mind that 𝐻 is of rk(𝐻) = 𝑛 − 𝑘, one concludes the existence of 𝜏 ∈

(︀{1,...,𝑛}∖𝜎
𝑛−𝑘−𝑑+1

)︀
,

such that the square matrix 𝐻𝜎′∪𝜏 = (𝐻𝜎′𝐻𝜏 ) ∈ 𝑀(𝑛−𝑘)×(𝑛−𝑘)(F𝑞) is non-singular.
If 𝑠 ∈ 𝜎∪𝜏 and 1 ≤ 𝑖 ≤ 𝑛−𝑘, then let 𝑓𝑖,𝑠(𝑥𝑠) := 𝐻𝑖,𝑠𝑥𝑠. For 𝑠 ∈ {1, . . . , 𝑛}∖ (𝜎∪𝜏)
and 1 ≤ 𝑖 ≤ 𝑛− 𝑘 take

𝑓𝑖,𝑠(𝑥𝑠) := 𝐻𝑖,𝑠𝑥𝑠 +

𝑚𝑖,𝑠∑︁

𝑟=2

𝑏𝑖,𝑠,𝑟𝑥
𝑟
𝑠 ∈ F𝑞[𝑥𝑠]

for some 𝑚𝑖,𝑠 ∈ N ∖ {1} and 𝑏𝑖,𝑠,𝑟 ∈ F𝑞, ∀2 ≤ 𝑟 ≤ 𝑚𝑖,𝑠. Consider

𝑓𝑖(𝑥1, . . . , 𝑥𝑛) :=
𝑛∑︁

𝑠=1

𝑓𝑖,𝑠(𝑥𝑠) =
𝑛∑︁

𝑠=1

𝐻𝑖,𝑠𝑥𝑠 +
∑︁

𝑠∈{1,...,𝑛}∖(𝜎∪𝜏)

𝑚𝑖,𝑠∑︁

𝑟=2

𝑏𝑖,𝑠,𝑟𝑥
𝑟
𝑠

for all 1 ≤ 𝑖 ≤ 𝑛−𝑘 and the affine variety 𝑋 := 𝑉 (𝑓1, . . . , 𝑓𝑛−𝑘) ⊂ F𝑞
𝑛
, defined over

F𝑞. Let us denote 𝜌 := {1, . . . , 𝑛} ∖ (𝜎′ ∪ 𝜏) and observe that 𝑓𝑖(𝑥1, . . . , 𝑥𝑛) = 0 are
equivalent to

∑︁

𝑠∈𝜎′∪𝜏

𝐻𝑖,𝑠𝑥𝑠 = 𝑔𝑖(𝑥𝜌) for some 𝑔𝑖(𝑥𝜌) ∈ F𝑞[𝑥𝜌] and all 1 ≤ 𝑖 ≤ 𝑛− 𝑘.

Viewing 𝑥𝜎′∪𝜏 as a column of variables, labeled by 𝜎′ ∪ 𝜏 ∈
(︀
1,...,𝑛
𝑛−𝑘

)︀
, one can write

the equations of 𝑋 in the form

𝐻𝜎′∪𝜏 𝑥𝜎′∪𝜏 =

⎛
⎜⎝

𝑔1(𝑥𝜌)
...

𝑔𝑛−𝑘(𝑥𝜌)

⎞
⎟⎠ .
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The invertibility of 𝐻𝜎′∪𝜏 allows to represent the equations of 𝑋 in the form

𝑥𝜎′∪𝜏 = (𝐻𝜎′∪𝜏 )
−1

⎛
⎜⎝

𝑔1(𝑥𝜌)
...

𝑔𝑛−𝑘(𝑥𝜌)

⎞
⎟⎠ .

Thus, the puncturing Π𝜎′∪𝜏 : 𝑋 → F𝑞
𝑘

at 𝜎′ ∪ 𝜏 ∈
(︀
1,...,𝑛
𝑛−𝑘

)︀
is biregular, with inverse

(Π𝜎′∪𝜏 )
−1(𝑥𝜌) =

⎛
⎜⎝(𝐻𝜎′∪𝜏 )

−1

⎛
⎜⎝

𝑔1(𝑥𝜌)
...

𝑔𝑛−𝑘(𝑥𝜌)

⎞
⎟⎠ , 𝑥𝜌

⎞
⎟⎠ .

In particular, 𝑋 is a smooth irreducible affine variety of dimension dim𝑋 = 𝑘.
The tangent spaces 𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) at all the points 𝑎 ∈ 𝑋 are linear codes of

length 𝑛 and dimension 𝑘, whose parity check matrices 𝜕(𝑓1,...,𝑓𝑛−𝑘)
𝜕(𝑥1,...,𝑥𝑛)

(𝑎) have columns
𝐻𝜎∪𝜏 , labeled by 𝜎 ∪ 𝜏 ∈

(︀
1,...,𝑛
𝑛−𝑘+1

)︀
. That is why 𝑐 ∈ 𝐶 with Supp(𝑐) = 𝜎 belongs

to 𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) for ∀𝑎 ∈ 𝑋 and the minimum distance 𝑑(𝑇𝑎(𝑋,F𝑞𝛿(𝑎))) ≤ 𝑑 at
∀𝑎 ∈ 𝑋. In other words, 𝑋 = 𝑋(≤𝑑). By the very construction of 𝑓𝑖(𝑥1, . . . , 𝑥𝑛)
one has 0𝑛 ∈ 𝑋 and 𝜕(𝑓1,...,𝑓𝑛−𝑘)

𝜕(𝑥1,...,𝑥𝑛)
(0𝑛) = 𝐻, whereas 𝑇0𝑛(𝑋,F𝑞) = 𝐶. As a result,

0𝑛 ∈ 𝑋(𝑑) = 𝑋(≥𝑑) is non-empty and the Zariski tangent space 𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) at a
generic 𝑎 ∈ 𝑋 is an [𝑛, 𝑘, 𝑑]-code.

The above proposition reveals that a single linear code 𝐶 does not reflect global
properties of the affine varieties 𝑋, tangent to 𝐶 at some point 𝑎 ∈ 𝑋. It illustrates
how the equations of 𝑋 govern the behavior of a generic tangent code to 𝑋.

3.3. Inscription of Zariski tangent spaces in families of linear codes

Proposition 3.4. Let 𝒞 → 𝑆 be a family of F𝑞-linear codes 𝒞(𝑎) ⊂ F𝑛𝑞 , 𝑎 ∈ 𝑆
of arbitrary dimension and minimum distance, parameterized by a subset 𝑆 ⊆ F𝑛𝑞 .
Then there exists a (not necessarily irreducible) affine variety 𝑋 ⊆ F𝑞

𝑛
, containing

all the F𝑞-rational points F𝑛𝑞 of F𝑞
𝑛

and such that 𝑇𝑎(𝑋,F𝑞) ⊆ 𝒞(𝑎) at ∀𝑎 ∈ 𝑆.

Proof. Let ℋ → 𝑆 be a family of parity-check matrices ℋ(𝑎) ∈ 𝑀(𝑛−𝑘)×𝑛(F𝑞) of
𝒞(𝑎) ⊂ F𝑛𝑞 for all 𝑎 ∈ 𝑆 and denote by ℋ(𝑎)𝑖𝑗 ∈ F𝑞 the entries of these matrices. For
an arbitrary 𝛽 ∈ F𝑞, consider the Lagrange basis polynomial

𝐿𝛽
F𝑞
(𝑡) :=

∏︁

𝛼∈F𝑞∖{𝛽}

𝑡− 𝛼

𝛽 − 𝛼

with 𝐿𝛽
F𝑞
(𝑡)(𝛽) = 1 and 𝐿𝛽

F𝑞
(𝑡)
⃒⃒
F𝑞∖{𝛽} = 0. Straightforwardly,

𝐿0
F𝑞
(𝑡) = −𝑡𝑞−1 + 1 and 𝐿𝛽

F𝑞
(𝑡) = −𝑡𝑞−1 −

𝑞−2∑︁

𝑠=1

𝛽−𝑠𝑡𝑠, ∀𝛽 ∈ F*𝑞 .
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Let us denote by

Φ𝑝 : F𝑞
𝑛 −→ F𝑞

𝑛
, Φ𝑝(𝑎1, . . . , 𝑎𝑛) = (𝑎𝑝1, . . . , 𝑎

𝑝
𝑛), ∀𝑎 = (𝑎1, . . . , 𝑎𝑛) ∈ F𝑞

𝑛

the Frobenius automorphism of degree 𝑝 = charF𝑞 and consider

𝑓𝑖(𝑥1, . . . , 𝑥𝑛)

:=
∑︁

𝑏∈Φ𝑝(𝑆)

⎡
⎣

𝑛∑︁

𝑗=1

ℋ(Φ−1
𝑝 (𝑏))𝑖𝑗(𝑥𝑗 − 𝑥𝑞𝑗)

⎤
⎦𝐿𝑏1

F𝑞
(𝑥𝑝1) . . . 𝐿

𝑏𝑛
F𝑞
(𝑥𝑝𝑛) ∈ F𝑞[𝑥1, . . . , 𝑥𝑛]

for 1 ≤ 𝑖 ≤ 𝑛−𝑘. The affine algebraic set 𝑋 := 𝑉 (𝑓1, . . . , 𝑓𝑛−𝑘) ⊂ F𝑞
𝑛

is claimed to
satisfy the announced conditions. First of all, 𝑋 passes through all the F𝑞-rational
points F𝑛𝑞 of the affine space F𝑞

𝑛
, since ∀𝑎 = (𝑎1, . . . , 𝑎𝑛) ∈ F𝑛𝑞 has components

𝑎𝑗 = 𝑎𝑞𝑗 and 𝑓𝑖(𝑎1, . . . , 𝑎𝑛) = 0 for ∀1 ≤ 𝑖 ≤ 𝑛 − 𝑘. The partial derivatives of 𝑓𝑖
are 𝜕𝑓𝑖

𝜕𝑥𝑗
=

∑︀
𝑏∈Φ𝑝(𝑆)

ℋ(Φ−1
𝑝 (𝑏))𝑖𝑗𝐿

𝑏1
F𝑞
(𝑥𝑝1) . . . 𝐿

𝑏𝑛
F𝑞
(𝑥𝑝𝑛) and their values at 𝑎 ∈ 𝑆 ⊆ F𝑛𝑞

equal 𝜕𝑓𝑖
𝜕𝑥𝑗

(𝑎) = ℋ(Φ−1
𝑝 Φ𝑝(𝑎))𝑖𝑗 = ℋ(𝑎)𝑖𝑗 . Note that the composition of Lagrange

interpolation polynomials with the Frobenius automorphism Φ𝑝 is designed in such
a way that to adjust

𝜕(𝑓1, . . . , 𝑓𝑛−𝑘)

𝜕(𝑥1, . . . , 𝑥𝑛)
(𝑎) = ℋ(𝑎)

at all the points 𝑎 ∈ 𝑆. By 𝑓1, . . . , 𝑓𝑛−𝑘 ∈ 𝐼(𝑋,F𝑞) = 𝑟(⟨𝑓1, . . . , 𝑓𝑛−𝑘⟩) for the
radical 𝑟(⟨𝑓1, . . . , 𝑓𝑛−𝑘⟩)▷F𝑞[𝑥1, . . . , 𝑥𝑛] of ⟨𝑓1, . . . , 𝑓𝑛−𝑘⟩▷F𝑞[𝑥1, . . . , 𝑥𝑛], the Zariski
tangent space 𝑇𝑎(𝑋,F𝑞) ⊆ 𝒞(𝑎) to 𝑋 at an arbitrary point 𝑎 ∈ 𝑆 is contained in the
linear code 𝒞(𝑎) with parity check matrix 𝜕(𝑓1,...,𝑓𝑛−𝑘)

𝜕(𝑥1,...,𝑥𝑛)
(𝑎).

4. Families of genus reductions of a code

The genus of an F𝑞-linear [𝑛, 𝑘, 𝑑]-code 𝐶 is defined as the deviation 𝑔 := 𝑛+1−
𝑘−𝑑 of its parameters from the equality in the Singleton Bound 𝑛+1−𝑘−𝑑 ≥ 0. One
of the problems in coding theory is to obtain a linear code 𝐶 ′ of genus 𝑔′ = 𝑔−1 ≥ 0
from the given linear code 𝐶 of genus 𝑔 ≥ 1. We say that 𝐶 ′ is a genus reduction of
𝐶. There are three standard ways for construction of a genus reduction 𝐶 ′. These
are, respectively, the length, the dimension and the weight reductions of 𝐶 with
parameters [𝑛 − 1, 𝑘, 𝑑], [𝑛, 𝑘 + 1, 𝑑], [𝑛, 𝑘, 𝑑 + 1]. In the next three subsections we
use the set up of tangent codes, in order to construct families of length, dimension
and weight reductions of 𝐶, parameterized by appropriate Zariski dense subsets of
affine spaces over F𝑞.

4.1. A family of length reductions of a linear code

Here is a simple lemma from coding theory, which will be used for the construc-
tion of a family of length reductions of a linear code.
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Lemma 4.1. Let 𝐶 be an F𝑞-linear code of genus 𝑔 = 𝑛+ 1− 𝑘 − 𝑑 > 0 with
a parity check matrix 𝐻 = (𝐻1 . . . 𝐻𝑛) ∈𝑀(𝑛−𝑘)×𝑛(F𝑞). If

𝐻𝑛 /∈ ∪𝜆∈(1,...,𝑛−1
𝑑−1 ) SpanF𝑞

(𝐻𝜆), (4.1)

then the image Π𝑛(𝐶) ⊂ F𝑛−1
𝑞 of the puncturing Π𝑛 : 𝐶 → Π𝑛(𝐶) of the last com-

ponent is an F𝑞-linear [𝑛− 1, 𝑘, 𝑑]-code.

Proof. If 𝐻𝑛 /∈ ∪𝜆∈(1,...,𝑛−1
𝑑−1 ) SpanF𝑞

(𝐻𝜆) and 𝑐 = (𝑐1, . . . , 𝑐𝑛) ∈ 𝐶 is a word of weight

wt(𝑐) = 𝑑, then 𝑐𝑛 = 0 and Supp(𝑐) ∈
(︀
1,...,𝑛−1

𝑑

)︀
. As a result, wt(Π𝑛(𝑐)) = wt(𝑐) = 𝑑

and Π𝑛(𝐶) ⊂ F𝑛−1
𝑞 is of minimum distance 𝑑. Let us suppose that there is a non-zero

𝑐 ∈ ker(Π𝑛) ∩ 𝐶 = {(0𝑛−1, 𝑐𝑛) ∈ 𝐶}. Then 𝐻𝑛 = 0𝑛 ∈ ∩𝜆∈(1,...,𝑛−1
𝑑−1 ) SpanF𝑞

(𝐻𝜆).
The contradiction with the assumption (4.1) reveals that ker(Π𝑛) ∩ 𝐶 = {0𝑛} and
dimF𝑞

Π𝑛(𝐶) = dimF𝑞
(𝐶) = 𝑘.

Recall that a linear code 𝐶 ⊂ F𝑛𝑞 is non-degenerate if it is not contained in a
coordinate hyperplane 𝑉 (𝑥𝑖) = {𝑎 ∈ F𝑛𝑞 | 𝑎𝑖 = 0} for some 1 ≤ 𝑖 ≤ 𝑛.

Proposition 4.2. Let 𝐶 be a non-degenerate F𝑞-linear [𝑛, 𝑘, 𝑑]-code of genus
𝑔 = 𝑛 + 1 − 𝑘 − 𝑑 > 0. Then there exist a finite extension F𝑞𝑚 ⊇ F𝑞, a smooth
irreducible affine variety 𝑋/F𝑞𝑚 ⊂ F𝑞

𝑛
, isomorphic to F𝑞

𝑘
and a Zariski dense

subset 𝑆 ⊆ 𝑋, such that 0𝑛 ∈ 𝑆, 𝑇0𝑛(𝑋,F𝑞𝑚) = 𝐶⊗F𝑞F𝑞𝑚 , the puncturing Π𝑛 : 𝑋 →
Π𝑛(𝑋) at 𝑥𝑛 is a finite morphism and the images

(𝑑Π𝑛)𝑎𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) = 𝑇Π𝑛(𝑎)(Π𝑛(𝑋),F𝑞𝛿(𝑎))

of the puncturings of 𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) at all the points 𝑎 ∈ 𝑆 are [𝑛− 1, 𝑘, 𝑑]-codes.

Proof. Let 𝐻 ′ ∈𝑀(𝑛−𝑘)×𝑛(F𝑞) be a parity check matrix of 𝐶 with columns 𝐻 ′
𝑗 for all

1 ≤ 𝑗 ≤ 𝑛. There is no loss in assuming that 𝐻 ′
𝑘+1, . . . ,𝐻

′
𝑛 are linearly independent

and form the identity matrix 𝐼𝑛−𝑘. Any finite union of proper F𝑞-linear subspaces of
the linear space 𝑀(𝑛−𝑘)×1(F𝑞) over the infinite field F𝑞 has non-empty complement
and there exists

𝑐 =

⎛
⎜⎝

𝑐1
...

𝑐𝑛−𝑘

⎞
⎟⎠ ∈𝑀(𝑛−𝑘)×1(F𝑞) ∖

{︁[︁
∪𝜆∈(1,...,𝑛−1

𝑑−1 ) SpanF𝑞
(𝐻 ′

𝜆)
]︁
∪ 𝑉 (𝑦𝑛−𝑘)

}︁
.

Let us denote by F𝑞𝑚 := F𝑞(𝑐1, . . . , 𝑐𝑛−𝑘) the definition field of 𝑐, put 𝑝 := charF𝑞 for
the characteristic of F𝑞 and consider the affine variety 𝑋 := 𝑉 (𝑓1, . . . , 𝑓𝑛−𝑘) ⊂ F𝑞

𝑛
,

cut by the polynomials

𝑓𝑖(𝑥1, . . . , 𝑥𝑘, 𝑥𝑘+𝑖, 𝑥𝑛) :=
𝑘∑︁

𝑠=1

𝐻 ′
𝑖,𝑠𝑥𝑠 + 𝑥𝑘+𝑖 + 𝑐𝑖𝑥

𝑝+1
𝑛 for ∀1 ≤ 𝑖 ≤ 𝑛− 𝑘.
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In order to construct a biregular morphism 𝑋 → F𝑞
𝑘
, note that 𝑐𝑛−𝑘 ̸= 0 by the

very choice of 𝑐 and

𝑋 = 𝑉

(︂
𝑓𝑖 −

𝑐𝑖
𝑐𝑛−𝑘

𝑓𝑛−𝑘, 𝑓𝑛−𝑘

⃒⃒
⃒ 1 ≤ 𝑖 ≤ 𝑛− 𝑘 − 1

)︂
.

The equations

𝑓𝑖(𝑥1, . . . , 𝑥𝑘, 𝑥𝑘+𝑖, 𝑥𝑛)−
𝑐𝑖
𝑐𝑛−𝑘

𝑓𝑛−𝑘(𝑥1, . . . , 𝑥𝑘, 𝑥𝑛)

=
𝑘∑︁

𝑠=1

(︂
𝐻 ′

𝑖,𝑠 −
𝑐𝑖
𝑐𝑛−𝑘

𝐻 ′
𝑛−𝑘,𝑠

)︂
𝑥𝑠 + 𝑥𝑘+𝑖 −

𝑐𝑖
𝑐𝑛−𝑘

𝑥𝑛 = 0

for ∀1 ≤ 𝑖 ≤ 𝑛− 𝑘 − 1 are equivalent to 𝑥𝑘+𝑖 = 𝜓𝑘+𝑖(𝑥1, . . . , 𝑥𝑘, 𝑥𝑛) for

𝜓𝑘+𝑖(𝑥1, . . . , 𝑥𝑘, 𝑥𝑛) :=

𝑘∑︁

𝑠=1

(︂
𝑐𝑖
𝑐𝑛−𝑘

𝐻 ′
𝑛−𝑘,𝑠 −𝐻 ′

𝑖,𝑠

)︂
𝑥𝑠 +

𝑐𝑖
𝑐𝑛−𝑘

𝑥𝑛,

∀1 ≤ 𝑖 ≤ 𝑛 − 𝑘 − 1. We claim the existence of 1 ≤ 𝑠 ≤ 𝑘 with 𝐻 ′
𝑛−𝑘,𝑠 ̸= 0, since

otherwise the last row of the parity check matrix 𝐻 ′ of 𝐶 is (0𝑛−1, 1) and the non-
degenerate code 𝐶 is contained in the coordinate hyperplane with equation 𝑥𝑛 = 0.
Up to a permutation of the first 𝑘 components of F𝑞

𝑛
, we assume that 𝐻 ′

𝑛−𝑘,𝑘 ̸= 0.
Then 𝑓𝑛−𝑘(𝑥1, . . . , 𝑥𝑘, 𝑥𝑛) = 0 is equivalent to 𝑥𝑘 = 𝜓𝑘(𝑥1, . . . , 𝑥𝑘−1, 𝑥𝑛) for

𝜓𝑘(𝑥1, . . . , 𝑥𝑘−1, 𝑥𝑛) := −(𝐻 ′
𝑛−𝑘,𝑘)

−1

(︃
𝑘−1∑︁

𝑠=1

𝐻 ′
𝑛−𝑘,𝑠𝑥𝑠 + 𝑥𝑛 + 𝑐𝑛−𝑘𝑥

𝑝+1
𝑛

)︃
.

Thus, 𝑋 ⊂ F𝑞
𝑛

is cut by the equations

𝑥𝑘 − 𝜓𝑘(𝑥1, . . . , 𝑥𝑘−1, 𝑥𝑛) = 0,

𝑥𝑘+𝑖 − 𝜓𝑘+𝑖(𝑥1, . . . , 𝑥𝑘−1, 𝜓𝑘(𝑥1, . . . , 𝑥𝑘−1, 𝑥𝑛), 𝑥𝑛) = 0 for ∀1 ≤ 𝑖 ≤ 𝑛− 𝑘 − 1

and the puncturing Π𝛼 at 𝛼 = {𝑘, 𝑘 + 1, . . . , 𝑛 − 1} ∈
(︀
1,...,𝑛
𝑛−𝑘

)︀
provides a biregular

morphism Π𝛼 : 𝑋 → F𝑞
𝑘
. In particular, 𝑋 is a smooth irreducible affine variety,

defined over F𝑞𝑚 . Note that the puncturing Π𝑛 : 𝑋 → Π𝑛(𝑋) at 𝑥𝑛 is a finite
morphism, as far as the equation

𝑓𝑛−𝑘(𝑥1, . . . , 𝑥𝑘, 𝑥𝑛) =

𝑘∑︁

𝑠=1

𝐻 ′
𝑛−𝑘,𝑠𝑥𝑠 + 𝑥𝑛 + 𝑐𝑛−𝑘𝑥

𝑝+1
𝑛 = 0

implies the algebraic dependence of the element 𝑥𝑛 + 𝐼(𝑋,F𝑞) ∈ F𝑞(𝑋) over the
function field F𝑞(Π𝑛(𝑋)) = F𝑞(𝑥1 + 𝐼(𝑋,F𝑞), . . . , 𝑥𝑛−1 + 𝐼(𝑋,F𝑞)).

For the rest of the proof, 𝑇𝑎(𝑋,F𝑞𝛿(𝑎)), respectively, 𝑇Π𝑛(𝑎)(Π𝑛(𝑋),F𝑞𝛿(𝑎)) are
the Zariski tangent spaces over the definition fields F𝑞𝛿(𝑎) := F𝑞𝑚(𝑎1, . . . , 𝑎𝑛) of
𝑎 ∈ 𝑋 over F𝑞𝑚 . Note that

𝜕(𝑓1, . . . , 𝑓𝑛−𝑘)

𝜕𝑥
(𝑥1, . . . , 𝑥𝑛) = (𝐻 ′

1 . . . 𝐻
′
𝑛−1𝐻𝑛(𝑥𝑛)) =

𝜕𝑓

𝜕𝑥
(𝑥𝑛) (4.2)
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with 𝐻𝑛(𝑥𝑛) = 𝐻 ′
𝑛 + 𝑥𝑝𝑛𝑐 depends only on 𝑥𝑛. The columns of the Jacobian matrix

𝜕(𝑓1,...,𝑓𝑛−𝑘)
𝜕𝑥 (𝑥𝑛), labeled by 𝛽 = {𝑘 + 1, . . . , 𝑛} ∈

(︀
1,...,𝑛
𝑛−𝑘

)︀
form the matrix

𝜕(𝑓1, . . . , 𝑓𝑛−𝑘)

𝜕𝑥𝛽
(𝑥𝑛) =

⎛
⎜⎜⎜⎜⎜⎝

1 0 · · · 0 𝑐1𝑥
𝑝
𝑛

0 1 · · · 0 𝑐2𝑥
𝑝
𝑛

...
...

. . .
...

...
0 0 · · · 1 𝑐𝑛−𝑘−1𝑥

𝑝
𝑛

0 0 · · · 0 1 + 𝑐𝑛−𝑘𝑥
𝑝
𝑛

⎞
⎟⎟⎟⎟⎟⎠

with determinant det 𝜕(𝑓1,...,𝑓𝑛−𝑘)
𝜕𝑥𝛽

(𝑥𝑛) = 1 + 𝑐𝑛−𝑘𝑥
𝑝
𝑛. Thus, at any point 𝑎 ∈

𝑋 ∖ 𝑉 (𝑐𝑛−𝑘𝑥
𝑝
𝑛 + 1), the matrix 𝜕(𝑓1,...,𝑓𝑛−𝑘)

𝜕𝑥 (𝑎𝑛) ∈ 𝑀(𝑛−𝑘)×𝑛(F𝑞𝛿(𝑎)) is of rank
rk 𝜕𝑓

𝜕𝑥 (𝑎𝑛) = 𝑛− 𝑘. According to

𝑓1, . . . , 𝑓𝑛−𝑘 ∈ 𝐼(𝑋,F𝑞) = 𝐼𝑉 (𝑓1, . . . , 𝑓𝑛−𝑘) = 𝑟(⟨𝑓1, . . . , 𝑓𝑛−𝑘⟩) ▷ F𝑞[𝑥1, . . . , 𝑥𝑛],
the Zariski tangent space 𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) at 𝑎 ∈ 𝑋 is contained in the linear code 𝒞(𝑎)
with parity check matrix 𝜕(𝑓1,...,𝑓𝑛−𝑘)

𝜕𝑥 (𝑎). Since 𝑋 is smooth, dim𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) =

dim𝑋 = 𝑘 at ∀𝑎 ∈ 𝑋 and 𝜕(𝑓1,...,𝑓𝑛−𝑘)
𝜕𝑥 (𝑎) is a parity check matrix of 𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) if

and only if rk 𝜕(𝑓1,...,𝑓𝑛−𝑘)
𝜕𝑥 (𝑎) = 𝑛 − 𝑘. In particular, 𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) has parity check

matrix 𝜕(𝑓1,...,𝑓𝑛−𝑘)
𝜕𝑥 (𝑎) at all the points 𝑎 of the non-empty, Zariski open, Zariski

dense subset 𝑋 ∖ 𝑉 (𝑐𝑛−𝑘𝑥
𝑝
𝑛 + 1) of 𝑋. Note that 0𝑛 ∈ 𝑋 = 𝑉 (𝑓1, . . . , 𝑓𝑛−𝑘) and

0𝑛 /∈ 𝑉 (𝑐𝑛−𝑘𝑥
𝑝
𝑛 + 1), so that 𝑇0𝑛(𝑋,F𝑞𝑚) has parity check matrix 𝜕(𝑓1,...,𝑓𝑛−𝑘)

𝜕𝑥 (0) =
𝐻 ′ and 𝑇0𝑛(𝑋,F𝑞𝑚) = 𝐶 ⊗F𝑞

F𝑞𝑚 .
Let Π𝑛 : 𝒞(𝑎) → Π𝑛𝒞(𝑎) be the puncturing at 𝑛 and 𝑆𝑜 be the set of those

𝑎 ∈ 𝑋, at which Π𝑛𝒞(𝑎) is an [𝑛− 1, 𝑘, 𝑑]-code. By Lemma 4.1,

𝑆𝑜 ⊇
{︁
𝑎 ∈ 𝑋 | 𝐻𝑛(𝑎𝑛) /∈ ∪𝜆∈(1,...,𝑛−1

𝑑−1 ) SpanF𝑞𝛿(𝑎)
(𝐻 ′

𝜆)
}︁
,

whereas

𝑌 := 𝑋 ∖ 𝑆𝑜 ⊆ 𝑍 :=
{︁
𝑎 ∈ 𝑋 | 𝐻𝑛(𝑎𝑛) ∈ ∪𝜆∈(1,...,𝑛−1

𝑑−1 ) SpanF𝑞
(𝐻 ′

𝜆)
}︁
.

We claim that 𝑍 is a proper Zariski closed subset of 𝑋. If so, then 𝑋 ∖ 𝑍 is a non-
empty, Zariski open, Zariski dense subset of 𝑋 and has non-empty, Zariski open,
Zariski dense intersection 𝑈 := (𝑋 ∖𝑍)∩ [𝑋 ∖ 𝑉 (𝑐𝑛−𝑘𝑥

𝑝
𝑛 +1)] with the Zariski open

subset 𝑋 ∖ 𝑉 (𝑐𝑛−𝑘𝑥
𝑝
𝑛 + 1) ̸= ∅ of the irreducible affine variety 𝑋. That suffices for

𝑆′ := 𝑆𝑜 ∩ [𝑋 ∖ 𝑉 (𝑐𝑛−𝑘𝑥
𝑝
𝑛 + 1)] ⊇ 𝑈 to be a Zariski dense subset of 𝑋, containing

0𝑛 and such that (𝑑Π𝑛)𝑎𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) are [𝑛− 1, 𝑘, 𝑑]-codes at all 𝑎 ∈ 𝑆′.
Towards the study of 𝑍, let

𝑍𝜆 := {𝑎 ∈ 𝑋 | 𝐻𝑛(𝑎𝑛) ∈ SpanF𝑞
(𝐻 ′

𝜆)} = {𝑎 ∈ 𝑋 | rk(𝐻 ′
𝜆𝐻𝑛(𝑎𝑛)) < 𝑑}

for 𝜆 ∈
(︀
1,...,𝑛−1

𝑑−1

)︀
and represent 𝑍 = ∪𝜆∈(1,...,𝑛−1

𝑑−1 )𝑍𝜆. If 𝜇 ∈
(︀
1,...,𝑛−𝑘

𝑑

)︀
and

𝑔𝜇,𝜆(𝑥𝑛) := det
𝜕𝑓𝜇

𝜕(𝑥𝜆, 𝑥𝑛)
(𝑥𝑛) ∈ F𝑞𝑚 [𝑥𝑛]
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is the determinant of the matrix

𝜕𝑓𝜇
𝜕(𝑥𝜆, 𝑥𝑛)

(𝑥𝑛) = (𝐻 ′
𝜇,𝜆𝐻

′
𝜇,𝑛(𝑥𝑛)) = (𝐻 ′

𝜇,𝜆𝐻
′
𝜇,𝑛 + 𝑥𝑝𝑛𝑐𝜇,𝑛)

formed by the rows of (𝐻 ′
𝜆𝐻𝑛(𝑥𝑛)), labeled by 𝜇 ∈

(︀
1,...,𝑛−𝑘

𝑑

)︀
, then

𝑍𝜆 = 𝑋 ∩ 𝑉
(︂
𝑔𝜇,𝜆(𝑥𝑛)

⃒⃒
⃒ ∀𝜇 ∈

(︂
1, . . . , 𝑛− 𝑘

𝑑

)︂)︂

is a Zariski closed subset of 𝑋 and, therefore, 𝑍 = ∪𝜆∈(1,...,𝑛−1
𝑑−1 )𝑍𝜆 is Zariski closed

in 𝑋. The assumption
∪𝜆∈(1,...,𝑛−1

𝑑−1 )𝑍𝜆 = 𝑍 = 𝑋

for the irreducible affine variety 𝑋 requires

𝑋 = 𝑍𝜆 ⊆ 𝑉

(︂
𝑔𝜇,𝜆(𝑥𝑛)

⃒⃒
⃒∀𝜇 ∈

(︂
1, . . . , 𝑛− 𝑘

𝑑

)︂)︂

for some 𝜆 ∈
(︀
1,...,𝑛−1

𝑑−1

)︀
. Recall that the puncturing Π𝛼 : 𝑋 −→ F𝑞

𝑘
at the (𝑛− 𝑘)-

tuple 𝛼 = {𝑘, 𝑘 + 1, . . . , 𝑛 − 1} is biregular and consider the sequence of affine
varieties

Π−1
𝛼 (0𝑘−1 × F𝑞) ⊆ 𝑋 ⊆ 𝑉

(︂
𝑔𝜇,𝜆(𝑥𝑛)

⃒⃒
⃒∀𝜇 ∈

(︂
1, . . . , 𝑛− 𝑘

𝑑

)︂)︂
,

where 0𝑘−1 × F𝑞 = 𝑉 (𝑥1, . . . , 𝑥𝑘−1) ⊂ F𝑞
𝑘
. Then 𝑔𝜇,𝜆(𝑥𝑛) ≡ 0 for all 𝜇 ∈

(︀
1,...,𝑛−𝑘

𝑑

)︀
,

which holds exactly when det(𝐻 ′
𝜇,𝜆𝐻

′
𝜇,𝑛) = 0 and det(𝐻 ′

𝜇,𝜆𝑐𝜇) = 0 for all 𝜇 ∈(︀
1,...,𝑛−𝑘

𝑑

)︀
. As a result, rk(𝐻 ′

𝜆𝑐) < 𝑑 for 𝐻 ′
𝜆 ∈ 𝑀(𝑛−𝑘)×(𝑑−1)(F𝑞) of rk𝐻 ′

𝜆 = 𝑑 − 1
and 𝑐 ∈ SpanF𝑞

(𝐻 ′
𝜆). That contradicts the choice of 𝑐 and shows that 𝑍 ⊊ 𝑋 is a

proper Zariski closed subset of 𝑋.
Note that the puncturing Π𝑛 : 𝑋 → Π𝑛(𝑋) has injective differentials

(𝑑Π𝑛)𝑎 : 𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) −→ 𝑇Π𝑛(𝑎)(Π𝑛(𝑋),F𝑞𝛿(𝑎)) at ∀𝑎 ∈ 𝑈,

so that the non-empty, Zariski open, Zariski dense subset 𝑈 ⊆ 𝑋 is contained
in the infinitesimally injective locus of Π𝑛, i.e., 𝑈 ⊆ Inf Inj(Π𝑛). Intersecting 𝑈
with the non-empty, Zariski open subset Π−1

𝑛 (Π𝑛(𝑋)smooth) of the irreducible affine
variety 𝑋, one obtains a non-empty, Zariski open, Zariski dense subset 𝑊 := 𝑈 ∩
Π−1

𝑛 (Π𝑛(𝑋)smooth) ⊆ 𝑋. Then

𝑆 := 𝑆′ ∩Π−1
𝑛 (Π𝑛(𝑋)smooth) = 𝑆𝑜 ∩ [𝑋 ∖ 𝑉 (𝑐𝑛−𝑘𝑥

𝑝
𝑛 + 1)] ∩Π−1

𝑛 (Π𝑛(𝑋)smooth) ⊇𝑊

is such a Zariski dense subset of 𝑋 that

(𝑑Π𝑛)𝑎𝑇𝑎(𝑋,F𝑞𝛿(𝑎)) = 𝑇Π𝑛(𝑎)(Π𝑛(𝑋),F𝑞𝛿(𝑎))

are [𝑛− 1, 𝑘, 𝑑]-codes for all 𝑎 ∈ 𝑆 according to Lemma 3.1 (ii).
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4.2. A family of dimension reductions of a linear code

The next proposition provides a family of dimension reductions of an F𝑞-linear
[𝑛, 𝑘, 𝑑]-code 𝐶 of genus 𝑔 = 𝑛 + 1 − 𝑘 − 𝑑 > 0, which is parameterized by a non-
empty, Zariski open, Zariski dense subset of F𝑞

2(𝑛−𝑘)
. The codes from the family

are not tangent to a specific affine variety. We choose a parity check matrix of the
original [𝑛, 𝑘, 𝑑]-code 𝐶 and project it on various hyperplanes in F𝑞

𝑛−𝑘
, in order to

obtain parity check matrices of [𝑛, 𝑘 + 1, 𝑑]-codes over finite extensions of F𝑞.

Proposition 4.3. Let us suppose that 𝐶 is an F𝑞-linear [𝑛, 𝑘, 𝑑]-code of genus
𝑔 = 𝑛 + 1 − 𝑘 − 𝑑 > 0. Then there exist a Zariski open, Zariski dense subset
𝒲 ⊂ F𝑞

2(𝑛−𝑘)
and a family 𝒞 → 𝒲 of F𝑞𝛿(𝑢,𝑣)-linear [𝑛, 𝑘 + 1, 𝑑]-codes 𝒞(𝑢, 𝑣),

containing 𝐶 for any (𝑢, 𝑣) ∈ 𝒲, 𝑢, 𝑣 ∈ F𝑞
𝑛−𝑘

.

Proof. Let 𝐻 = (𝐻1 . . . 𝐻𝑛) ∈ 𝑀(𝑛−𝑘)×𝑛(F𝑞) be a parity check matrix of 𝐶 with
columns𝐻1, . . . ,𝐻𝑛 ∈ F𝑛−𝑘

𝑞 . For any 𝜆 ∈
(︀
1,...,𝑛
𝑑−1

)︀
let us consider 𝑍𝜆 := SpanF𝑞

(𝐻𝜆)≃
F𝑞

𝑑−1
as an irreducible affine subvariety of 𝑀(𝑛−𝑘)×1(F𝑞) ≃ F𝑞

𝑛−𝑘
and put

𝑉 (𝑄) :=

{︃
(𝑢, 𝑣) ∈ F𝑞

𝑛−𝑘 × F𝑞
𝑛−𝑘 | 𝑄(𝑢, 𝑣) = ⟨𝑢, 𝑣⟩ =

𝑛−𝑘∑︁

𝑠=1

𝑢𝑠𝑣𝑠 = 0

}︃

for the quadric in F𝑞
2(𝑛−𝑘)

, given by the inner product in F𝑞
𝑛−𝑘

. Observe that
𝑍𝜆 × F𝑞

𝑛−𝑘
, 𝑉 (𝑄) and, therefore,

𝑍 := 𝑉 (𝑄) ∪
(︁
∪𝜆∈(1,...,𝑛𝑑−1 )

𝑍𝜆 × F𝑞
𝑛−𝑘

)︁

are proper affine subvarieties of F𝑞
2(𝑛−𝑘)

, due to the irreducibility of the affine space
F𝑞

2(𝑛−𝑘)
and the assumption 𝑔 > 0. Thus, 𝒲 := F𝑞

2(𝑛−𝑘)∖𝑍 is a non-empty, Zariski
open, Zariski dense subset of F𝑞

2(𝑛−𝑘)
. For any (𝑢, 𝑣) ∈ 𝒲 with 𝑢, 𝑣 ∈ F𝑞

𝑛−𝑘
, note

that 𝑢 /∈ ∪𝜆∈(1,...,𝑛𝑑−1 )
𝑍𝜆 = ∪𝜆∈(1,...,𝑛𝑑−1 )

SpanF𝑞
(𝐻𝜆) and

𝑢 /∈ ℋ𝑣 := {𝑧 ∈ F𝑞
𝑛−𝑘 | ⟨𝑧, 𝑣⟩ = 0}

for the hyperplane ℋ𝑣 ⊂ F𝑞
𝑛−𝑘

with gradient vector 𝑣. That allows to consider the
F𝑞-linear maps

ℒ𝑢,𝑣 : F𝑞
𝑛−𝑘 −→ ℋ𝑣,

ℒ𝑢,𝑣(𝑦) := 𝑦 − ⟨𝑦, 𝑣⟩
⟨𝑢, 𝑣⟩𝑢 for ∀𝑦 ∈ F𝑞

𝑛−𝑘
, ∀(𝑢, 𝑣) ∈ 𝒲,

which project F𝑞
𝑛−𝑘

on ℋ𝑣, parallel to kerℒ𝑢,𝑣 = SpanF𝑞
(𝑢). Here we use that

for any 𝑧 ∈ ℋ𝑣 one has ℒ𝑢,𝑣(𝑧) = 𝑧. Let us consider the definition field F𝑞𝛿(𝑢,𝑣) =
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F𝑞(𝑢1, . . . , 𝑢𝑛−𝑘, 𝑣1, . . . , 𝑣𝑛−𝑘) of (𝑢, 𝑣) ∈ 𝒲 over F𝑞 and the matrix 𝐻(𝑢, 𝑣) :=
(ℒ𝑢,𝑣(𝐻1) . . .ℒ𝑢,𝑣(𝐻𝑛)) ∈ 𝑀(𝑛−𝑘)×𝑛(F𝑞𝛿(𝑢,𝑣)). The linear code 𝒞(𝑢, 𝑣) with parity
check matrix 𝐻(𝑢, 𝑣) contains 𝐶, as far as the F𝑞-linear map ℒ𝑢,𝑣 transforms any

non-trivial linear dependence
𝑛∑︀

𝑠=1
𝑐𝑠𝐻𝑠 = 0𝑛−𝑘 of the columns of 𝐻 into a non-trivial

linear dependence relation
𝑛∑︀

𝑠=1
𝑐𝑠ℒ𝑢,𝑣(𝐻𝑠) = 0𝑛−𝑘 of the columns of 𝐻(𝑢, 𝑣). In

particular, 𝒞(𝑢, 𝑣) contains words of weight 𝑑 and the minimum distance 𝑑(𝒞(𝑢, 𝑣)) ≤
𝑑. If there is a non-zero word 𝑎 ∈ 𝒞(𝑢, 𝑣)∖{0𝑛} with Supp(𝑎) ⊆ 𝜆 = {𝜆1, . . . , 𝜆𝑑−1} ∈
(︀
1,...,𝑛
𝑑−1

)︀
, then 0𝑛 =

𝑑−1∑︀
𝑠=1

𝑎𝜆𝑠
ℒ𝑢,𝑣(𝐻𝜆𝑠

) = ℒ𝑢,𝑣

(︂
𝑑−1∑︀
𝑠=1

𝑎𝜆𝑠
𝐻𝜆𝑠

)︂
, whereas

𝑑−1∑︀
𝑠=1

𝑎𝜆𝑠
𝐻𝜆𝑠

∈

kerℒ𝑢,𝑣 = SpanF𝑞
(𝑢) and

𝑑−1∑︀
𝑠=1

𝑎𝜆𝑠
𝐻𝜆𝑠

= 𝜆0𝑢 for some 𝜆0 ∈ F𝑞. According to 𝑢 /∈
SpanF𝑞

(𝐻𝜆), there follow 𝜆0 = 0 and rk𝐻𝜆 = rk(𝐻𝜆1 , . . . ,𝐻𝜆𝑑−1
) < 𝑑 − 1. That

contradicts the fact that 𝐶 is of minimum distance 𝑑 and shows that 𝒞(𝑢, 𝑣) is of
minimum distance 𝑑(𝒞(𝑢, 𝑣)) = 𝑑 for ∀(𝑢, 𝑣) ∈ 𝒲.

There remains to be checked that rk𝐻(𝑢, 𝑣) = 𝑛 − 𝑘 − 1 for all (𝑢, 𝑣) ∈ 𝒲,
in order to derive that dim 𝒞(𝑢, 𝑣) = 𝑘 + 1 and to conclude the proof of the
proposition. To this end, note that ℒ𝑢,𝑣(𝐻𝑠) ∈ ℋ𝑣 for ∀1 ≤ 𝑠 ≤ 𝑛, whereas
SpanF𝑞

(ℒ𝑢,𝑣(𝐻1), . . . ,ℒ𝑢,𝑣(𝐻𝑛)) ⊆ ℋ𝑣 and rk𝐻(𝑢, 𝑣) ≤ dimF𝑞
ℋ𝑣 = 𝑛 − 𝑘 − 1.

On the other hand, 𝐻𝑠 = ℒ𝑢,𝑣(𝐻𝑠) +
⟨𝐻𝑠,𝑣⟩
⟨𝑢,𝑣⟩ 𝑢 for all 1 ≤ 𝑠 ≤ 𝑛 imply that

F𝑞
𝑛−𝑘

= SpanF𝑞
(𝐻1, . . . ,𝐻𝑛) ⊆ SpanF𝑞

(ℒ𝑢,𝑣(𝐻1), . . . ,ℒ𝑢,𝑣(𝐻𝑛), 𝑢).

If rk𝐻(𝑢, 𝑣) ≤ 𝑛− 𝑘 − 2, then

𝑛− 𝑘 ≤ dimF𝑞
SpanF𝑞

(ℒ𝑢,𝑣(𝐻1), . . . ,ℒ𝑢,𝑣(𝐻𝑛), 𝑢) ≤ rk𝐻(𝑢, 𝑣) + 1 ≤ 𝑛− 𝑘 − 1

is an absurd, justifying rk𝐻(𝑢, 𝑣) = 𝑛 − 𝑘 − 1 and dim 𝒞(𝑢, 𝑣) = 𝑘 + 1 for all
(𝑢, 𝑣) ∈ 𝒲 := F𝑞

2(𝑛−𝑘) ∖
[︁
𝑉 (𝑄) ∪

(︁
∪𝜆∈(1,...,𝑛𝑑−1 )

𝑍𝜆 × F𝑞
𝑛−𝑘

)︁]︁
, 𝑢, 𝑣 ∈ F𝑞

𝑛−𝑘
.

4.3. A family of weight reductions of a linear code

Let 𝐶 be a linear [𝑛, 𝑘, 𝑑]-code, which is not MDS. The next proposition es-
tablishes the existence of a family 𝒞 → 𝑈 of [𝑛, 𝑘]-codes 𝒞(𝑎), 𝑎 ∈ 𝑈 of minimum
distance ≥ 𝑑+ 1, parameterized by a non-empty, Zariski open, Zariski dense subset
𝑈 ⊆ F𝑞

𝑛
. The codes from 𝒞 are defined by a polynomial parity check matrix in 𝑛

variables, but are not tangent to a specific affine subvariety of F𝑞
𝑛
.

Proposition 4.4. Let us suppose that 𝐶 is an F𝑞-linear [𝑛, 𝑘, 𝑑]-code of genus
𝑔 = 𝑛 + 1 − 𝑘 − 𝑑 > 0. Then there exist a finite extension F𝑞𝑚 ⊇ F𝑞, a non-
empty, Zariski open, Zariski dense subset 𝑈 ⊆ F𝑞

𝑛
and a family 𝒞 → F𝑞

𝑛
of linear

codes 𝒞(𝑎) ⊂ F𝑛
𝑞𝛿(𝑎) over the definition fields F𝑞𝛿(𝑎) of 𝑎 ∈ F𝑞

𝑛
over F𝑞𝑚 , such that

𝒞(0𝑛) = 𝐶 ⊗F𝑞
F𝑞𝑚 and 𝒞(𝑎) are of length 𝑛, dimension 𝑘 and minimum distance

≥ 𝑑+ 1 at all the points 𝑎 ∈ 𝑈 .
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Proof. Let 𝐻 ′ = (𝐻 ′
1 . . . 𝐻

′
𝑛) ∈ 𝑀(𝑛−𝑘)×𝑛(F𝑞) be a parity check matrix of 𝐶 ⊆ F𝑛𝑞 ,

whose first 𝑛 − 𝑘 columns form a non-singular square matrix (𝐻 ′
1, . . . ,𝐻

′
𝑛−𝑘) ∈

GL(𝑛 − 𝑘,F𝑞). By an induction on 𝑑 ≤ 𝑗 ≤ 𝑛, we choose appropriate 𝑐𝑑, . . . , 𝑐𝑛 ∈
𝑀(𝑛−𝑘)×1(F𝑞), in order to set

𝐻𝑗 := 𝐻 ′
𝑗 for 1 ≤ 𝑗 ≤ 𝑑− 1,

𝐻𝑗(𝑥𝑗) := 𝐻 ′
𝑗 + 𝑥𝑗𝑐𝑗 for 𝑑 ≤ 𝑗 ≤ 𝑛

and to obtain a polynomial matrix

𝐻(𝑥𝑑, . . . , 𝑥𝑛) = (𝐻 ′
1 . . . 𝐻

′
𝑑−1𝐻𝑑(𝑥𝑑) . . . 𝐻𝑛(𝑥𝑛)) ∈𝑀(𝑛−𝑘)×𝑛(F𝑞[𝑥𝑑, . . . , 𝑥𝑛]).

Let F𝑞𝑚 = F𝑞(𝑐𝑖𝑗 | 1 ≤ 𝑖 ≤ 𝑛−𝑘, 𝑑 ≤ 𝑗 ≤ 𝑛) be the common definition field of all the
entries of 𝑐𝑑, . . . , 𝑐𝑛 over F𝑞. At any point 𝑎 ∈ F𝑞

𝑛
, define 𝒞(𝑎) to be the linear code

over the definition field F𝑞𝛿(𝑎) = F𝑞𝑚(𝑎1, . . . , 𝑎𝑛) of 𝑎 over F𝑞𝑚 , with parity check
matrix 𝐻(𝑎) = 𝐻(𝑎𝑑, . . . , 𝑎𝑛) ∈ 𝑀(𝑛−𝑘)×𝑛(F𝑞𝛿(𝑎)). Our choice of 𝐻(𝑥𝑑, . . . , 𝑥𝑛) is
such that 𝐻(0𝑛) = 𝐻 ′, whereas 𝒞(0𝑛) = 𝐶×F𝑞

F𝑞𝑚 . It suffices to show the existence
of non-empty, Zariski open, Zariski dense subsets 𝑈 ′ ⊆ F𝑞

𝑛
, 𝑈 ′′ ⊆ F𝑞

𝑛
, such that

𝒞(𝑎) are of minimum distance ≥ 𝑑 + 1 at all 𝑎 ∈ 𝑈 ′ and 𝒞(𝑏) are of dimension 𝑘
at all 𝑏 ∈ 𝑈 ′′. Then 𝑈 := 𝑈 ′ ∩ 𝑈 ′′ ⊆ F𝑞

𝑛
is a non-empty, Zariski open, Zariski

dense subset, over which the codes 𝒞(𝑎), 𝑎 ∈ 𝑈 are of length 𝑛, dimension 𝑘 and
minimum distance ≥ 𝑑 + 1. Regardless of the choice of 𝑐𝑑, . . . , 𝑐𝑛 ∈ 𝑀(𝑛−𝑘)×1(F𝑞),
let 𝛾 := {1, . . . , 𝑛− 𝑘} and note that

𝑈 ′′ := F𝑞
𝑛 ∖ 𝑉 (det𝐻𝛾(𝑥𝑑, . . . , 𝑥𝑛−𝑘))

is a Zariski open subset of F𝑞
𝑛

with dim 𝒞(𝑏) = 𝑘 at all 𝑏 ∈ 𝑈 ′′. Since 0𝑛 ∈ 𝑈 ′′, the
set 𝑈 ′′ is non-empty and, therefore, Zariski dense in F𝑞

𝑛
.

By an induction on 𝑑 ≤ 𝑗 ≤ 𝑛, we choose 𝑐𝑗 ∈𝑀(𝑛−𝑘)×1(F𝑞) and show the exis-
tence of a non-empty, Zariski open, Zariski dense subset 𝑈𝑗 ⊆ F𝑞

𝑗
with rk𝐻𝛽(𝑢) = 𝑑

for all 𝛽 ∈
(︀
1,...,𝑗

𝑑

)︀
and all 𝑢 ∈ 𝑈𝑗 . Then 𝑈 ′ := 𝑈𝑛 will be a non-empty, Zariski open,

Zariski dense subset of F𝑞
𝑛
, such that 𝒞(𝑎) is of minimum distance ≥ 𝑑 + 1 at all

𝑎 ∈ 𝑈 ′. To this end, let 𝑗 = 𝑑, 𝜆 := {1, . . . , 𝑑−1} and note that SpanF𝑞
(𝐻 ′

𝜆) ≃ F𝑞
𝑑−1

is a proper subspace of 𝑀(𝑛−𝑘)×1(F𝑞) ≃ F𝑞
𝑛−𝑘

, according to 𝑔 > 0. That allows to
choose

𝑐𝑑 ∈𝑀(𝑛−𝑘)×1(F𝑞) ∖ SpanF𝑞
(𝐻 ′

𝜆)

and to put 𝐻𝑑(𝑥𝑑) := 𝐻 ′
𝑑+𝑥𝑑𝑐𝑑. The family {𝐻𝑑(𝑎𝑑)}𝑎𝑑∈F𝑞

of columns is claimed to
have at most one common entry 𝐻𝑑(𝜅𝑑) with SpanF𝑞

(𝐻 ′
𝜆), so that rk𝐻𝜆∪{𝑑}(𝑥𝑑) = 𝑑

at all the points of the non-empty, Zariski open, Zariski dense subset 𝑈𝑑 := F𝑞
𝑑−1 ×

(F𝑞 ∖ {𝜅𝑑}) of F𝑞
𝑑
. Indeed, if 𝐻𝑑(𝑥𝑑) /∈ SpanF𝑞

(𝐻 ′
𝜆) for all 𝑥𝑑 ∈ F𝑞, there is nothing

to be proved. In the case of 𝐻𝑑(𝜅𝑑) ∈ SpanF𝑞
(𝐻 ′

𝜆) for some 𝜅𝑑 ∈ F𝑞, let us move
the origin of 𝑀(𝑛−𝑘)×1(F𝑞) at 𝐻𝑑(𝜅𝑑) ∈ 𝑀(𝑛−𝑘)×1(F𝑞). The 1-dimensional linear
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subspace𝐻𝑑(𝑥𝑑) of the (𝑛−𝑘)-dimensional space𝑀(𝑛−𝑘)×1(F𝑞) intersects the (𝑑−1)-
dimensional linear subspace SpanF𝑞

(𝐻 ′
𝜆) in more than one point if and only if it is

contained in SpanF𝑞
(𝐻 ′

𝜆). Then for arbitrary 𝑥𝑑 ̸= 𝑦𝑑 from F𝑞, one has (𝑥𝑑−𝑦𝑑)𝑐𝑑 ∈
SpanF𝑞

(𝐻 ′
𝜆), contrary to the choice of 𝑐𝑑 /∈ SpanF𝑞

(𝐻 ′
𝜆). That provides the base of

the induction.
Suppose that 𝑑+1 ≤ 𝑗 ≤ 𝑛 and 𝑐𝑑, . . . , 𝑐𝑗−1 ∈𝑀(𝑛−𝑘)×1(F𝑞) have been chosen

in such a way that there exists a non-empty, Zariski open, Zariski dense subset
𝑈𝑗−1 ⊆ F𝑞

𝑗−1
with rk𝐻𝛽(𝑢) = 𝑑 for all 𝛽 ∈

(︀
1,...,𝑗−1

𝑑

)︀
and all 𝑢 ∈ 𝑈𝑗−1. Fix an

arbitrary 𝑢 ∈ 𝑈𝑗−1 and choose

𝑐𝑗 ∈𝑀(𝑛−𝑘)×1(F𝑞) ∖
[︁
∪𝜆∈(1,...,𝑗−1

𝑑−1 ) SpanF𝑞
(𝐻𝜆(𝑢))

]︁
. (4.3)

The existence of 𝑐𝑗 is due to the fact that ∪𝜆∈(1,...,𝑗−1
𝑑−1 ) SpanF𝑞

(𝐻𝜆(𝑢)) is a finite union

of proper subspaces SpanF𝑞
(𝐻𝜆(𝑢)) ≃ F𝑞

𝑑−1
of the linear space 𝑀(𝑛−𝑘)×1(F𝑞) ≃

F𝑞
𝑛−𝑘

over the infinite field F𝑞. We claim that

𝑊𝑗−1 := {𝑤 ∈ 𝑈𝑗−1 | 𝑐𝑗 /∈ ∪𝜆∈(1,...,𝑗−1
𝑑−1 ) SpanF𝑞

(𝐻𝜆(𝑤))}

is a Zariski open subset of 𝑈𝑗−1. Indeed,

𝑈𝑗−1 ∖𝑊𝑗−1 = ∪𝜆∈(1,...,𝑗−1
𝑑−1 ){𝑡 ∈ 𝑈𝑗−1 | 𝑐𝑗 ∈ SpanF𝑞

(𝐻𝜆(𝑡))}
= ∪𝜆∈(1,...,𝑗−1

𝑑−1 ){𝑡 ∈ 𝑈𝑗−1 | rk(𝐻𝜆(𝑡)𝑐𝑗) = 𝑑− 1},

as far as rk𝐻𝛽(𝑢) = 𝑑 for all 𝛽 ∈
(︀
1,...,𝑗−1

𝑑

)︀
and all 𝑢 ∈ 𝑈𝑗−1 implies rk𝐻𝜆(𝑡) = 𝑑−1

for all 𝜆 ∈
(︀
1,...,𝑗−1

𝑑−1

)︀
and all 𝑡 ∈ 𝑈𝑗−1. Denoting by Σ𝑑−1

𝑑 the set of the maps
𝜇 :
(︀
1,...,𝑗−1

𝑑−1

)︀
→
(︀
1,...,𝑛−𝑘

𝑑

)︀
and putting

𝑌𝑗 := 𝑉

⎛
⎜⎝

∏︁

𝜆∈(1,...,𝑗−1
𝑑−1 )

det(𝐻𝜇(𝜆),𝜆𝑐𝜇(𝜆),𝑗)
⃒⃒
⃒ ∀𝜇 ∈ Σ𝑑−1

𝑑

⎞
⎟⎠ ,

one concludes that

𝑈𝑗−1 ∖𝑊𝑗−1 = ∪𝜆∈(1,...,𝑗−1
𝑑−1 )

{︁
𝑡 ∈ 𝑈𝑗−1 | det(𝐻𝜈,𝜆(𝑡)𝑐𝜈,𝑗) = 0, ∀𝜈 ∈

(︀
1,...,𝑛−𝑘

𝑑

)︀}︁

= ∪𝜆∈(1,...,𝑗−1
𝑑−1 )

[︁
𝑈𝑗−1 ∩ 𝑉

(︁
det(𝐻𝜈,𝜆𝑐𝜈,𝑗) | ∀𝜈 ∈

(︀
1,...,𝑛−𝑘

𝑑

)︀)︁]︁

= 𝑈𝑗−1 ∩ 𝑌𝑗
is a Zariski closed subset of 𝑈𝑗−1, so that 𝑊𝑗−1 = 𝑈𝑗−1 ∖ 𝑌𝑗 is Zariski open in
𝑈𝑗−1. According to 𝑢 ∈𝑊𝑗−1 for the point 𝑢 ∈ 𝑈𝑗−1, used in the choice (4.3) of 𝑐𝑗 ,
𝑊𝑗−1 ̸= ∅ is non-empty and, therefore, Zariski dense in F𝑞

𝑗−1
. Note that

𝑈𝑗 :=
{︁
(𝑤,𝑤𝑗) ∈ F𝑞

𝑗−1 × F𝑞 | rk𝐻𝛽(𝑤,𝑤𝑗) = 𝑑, ∀𝛽 ∈
(︀
1,...,𝑗

𝑑

)︀}︁

=
{︁
(𝑤,𝑤𝑗) ∈𝑊𝑗−1 × F𝑞 | rk(𝐻𝜆(𝑤)𝐻𝑗(𝑤𝑗)) = 𝑑, ∀𝜆 ∈

(︀
1,...,𝑗−1

𝑑−1

)︀}︁
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has complement

(𝑊𝑗−1 × F𝑞) ∖ 𝑈𝑗 = ∪𝜆∈(1,...,𝑗−1
𝑑−1 )

{︀
(𝑤,𝑤𝑗) ∈𝑊𝑗−1 × F𝑞 | rk(𝐻𝜆(𝑤)𝐻𝑗(𝑤𝑗)) < 𝑑

}︀

= ∪𝜆∈(1,...,𝑗−1
𝑑−1 )

{︁
(𝑤,𝑤𝑗) ∈𝑊𝑗−1 × F𝑞 | ℎ𝜈,𝜆(𝑤,𝑤𝑗) = 0, ∀𝜈 ∈

(︀
1,...,𝑛−𝑘

𝑑

)︀}︁
,

where ℎ𝜈,𝜆(𝑥𝑑, . . . , 𝑥𝑗) := det(𝐻𝜈,𝜆(𝑥𝑑, . . . , 𝑥𝑗−1)𝐻𝜈,𝑗(𝑥𝑗)) ∈ F𝑞[𝑥𝑑, . . . , 𝑥𝑗 ]. If

𝑍𝑗 := 𝑉

⎛
⎜⎝

∏︁

𝜆∈(1,...,𝑗−1
𝑑−1 )

ℎ𝜇(𝜆),𝜆(𝑥𝑑, . . . , 𝑥𝑗)
⃒⃒
⃒∀𝜇 ∈ Σ𝑑−1

𝑑

⎞
⎟⎠ ,

then

(𝑊𝑗−1 × F𝑞) ∖ 𝑈𝑗 = (𝑊𝑗−1 × F𝑞) ∩
[︁
∪𝜆∈(1,...,𝑗−1

𝑑−1 )𝑉
(︁
ℎ𝜈,𝜆 | ∀𝜈 ∈

(︀
1,...,𝑛−𝑘

𝑑

)︀)︁]︁

= (𝑊𝑗−1 × F𝑞) ∩ 𝑍𝑗

is Zariski closed in 𝑊𝑗−1 × F𝑞, so that 𝑈𝑗 = (𝑊𝑗−1 × F𝑞) ∖ 𝑍𝑗 is Zariski open in
𝑊𝑗−1 × F𝑞 and in F𝑞

𝑗
. The assumption 𝑈𝑗 = ∅ implies 𝑊𝑗−1 × F𝑞 ⊆ 𝑍𝑗 and holds

exactly when

ℎ𝜇(𝜆),𝜆 = det(𝐻𝜇(𝜆),𝜆(𝑥𝑑, . . . , 𝑥𝑗−1)𝐻
′
𝜇(𝜆)𝑗 + 𝑥𝑗𝑐𝜇(𝜆)𝑗)

= det(𝐻𝜇(𝜆),𝜆(𝑥𝑑, . . . , 𝑥𝑗−1)𝐻
′
𝜇(𝜆)𝑗) + 𝑥𝑗 det(𝐻𝜇(𝜆),𝜆(𝑥𝑑, . . . , 𝑥𝑗−1)𝑐𝜇(𝜆)𝑗)

is independent of 𝑥𝑗 for all 𝜆 ∈
(︀
1,...,𝑗−1

𝑑−1

)︀
and all 𝜇 :

(︀
1,...,𝑗−1

𝑑−1

)︀
→
(︀
1,...,𝑛−𝑘

𝑑

)︀
. That,

in turn, is equivalent to det(𝐻𝜈,𝜆(𝑥𝑑, . . . , 𝑥𝑗−1)𝑐𝜈𝑗) = 0 for all 𝜈 ∈
(︀
1,...,𝑛−𝑘

𝑑

)︀
and all

𝜆 ∈
(︀
1,...,𝑗−1

𝑑−1

)︀
and specializes to det(𝐻𝜈,𝜆(𝑢)𝑐𝜈𝑗) = 0 at the point 𝑢 ∈ 𝑈𝑗−1, used

in the choice (4.3) of 𝑐𝑗 . As a result, rk(𝐻𝜆(𝑢)𝑐𝑗) < 𝑑 for all 𝜆 ∈
(︀
1,...,𝑗−1

𝑑−1

)︀
. The

inductive hypothesis rk𝐻𝛽(𝑢) = 𝑑 for all 𝛽 ∈
(︀
1,...,𝑗−1

𝑑

)︀
requires rk𝐻𝜆(𝑢) = 𝑑 − 1

for all 𝜆 ∈
(︀
1,...,𝑗−1

𝑑−1

)︀
and rk(𝐻𝜆(𝑢)𝑐𝑗) < 𝑑 is equivalent to 𝑐𝑗 ∈ SpanF𝑞

(𝐻𝜆(𝑢)) for
all 𝜆 ∈

(︀
1,...,𝑗−1

𝑑−1

)︀
. That contradicts the choice (4.3) of 𝑐𝑗 and shows that 𝑈𝑗 ̸= ∅ is

a non-empty, Zariski open, Zariski dense subset of F𝑞
𝑗
.
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Digital humanities have become a booming field of study thanks to the application of
computer and information science methods to the humanities and the accumulation
of large-scale digital resources. The use of data mining techniques and quantitative
methods is expanding and starting to dominate the domain of literary studies, focusing
not only on the study of the text itself but also on the study of social influences and
preferences of the readers. By analysing social network data from VK, the most popular
Russian platform, the study investigates which authors and literary works resonate most
with users. To analyse the quotations, we created a framework which combines tools
for extracting and cleaning data, named entity recognition and finally, corpus analysis;
this framework can be applied to other datasets to compare and expand our findings.
We also noted that within the information behaviour research domain, such studies
of sharing among communities are not yet very popular. The study showcases the
importance of employing advanced computational tools in humanities research. The
obtained quantitative results are subjected to a critical analysis, which can serve as a
basis for humanitarian understanding based on data. The compelling findings of this
pilot study confirm opportunities for further research using more advanced quantitative
methodologies, as well as broadening the scope of criteria that potentially influence the
formation of reading preferences, such as level of education, pop-culture trends, social
environment, etc. Additionally, it sheds light on the underexplored domain of community
building in social media networks, calling for broader research into information behaviour
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1. Introduction

The synergy of sciences and humanities enlarged over the last decades within
the new field of “digital humanities”, which initially started as “humanities com-
puting”. Digital humanities are combining methodologies from humanities and the
sciences, opening up new possibilities for data mining, analysis, and visualization
of large-scale primary and secondary data. As Kathleen Fitzpatrick, a Director of
Digital Humanities and Professor of English at Michigan State University argued,
digital humanities could be understood as “a nexus of fields within which scholars
use computing technologies to investigate the kinds of questions that are traditional
to the humanities, or, as is more true of my own work, ask traditional kinds of
humanities-oriented questions about computing technologies” [4].

Data mining quickly became popular within the field of digital humanities due
to several key factors. On the one hand, the digital age has created an unprece-
dented volume of data in various forms and sources. This deluge of unstructured
but content-rich data requires advanced techniques such as data mining to make
sense of it and extract meaningful insights. In parallel, advances in computer hard-
ware and processing capabilities have enabled more efficient handling and analysis
of massive data sets, thus making it possible to apply data mining techniques to
digital humanities research. Sifting through this wealth of data through advanced
knowledge-mining techniques has created opportunities to uncover hidden patterns
and gain new perspectives on historical and cultural phenomena [12]. The advances
in natural language processing (NLP) became particularly important alongside ma-
chine learning techniques that have made it possible to analyse and interpret textual
data at scale, expanding the scope and depth of digital humanities research on tex-
tual sources. It can be argued that the interdisciplinary efforts of computer scientists,
data analysts, and humanities researchers are critical to the rapid adoption of data
mining in the digital humanities. They also contribute to the growing recognition of
the value of data-driven insights for understanding and preserving human cultural
and historical heritage.

An important branch in this regard is data mining from the vast amount of
data generated on social media platforms. The process involves using specialised
algorithms and techniques to sift through user-generated content, interactions, and
behaviour on platforms, such as Facebook, Twitter, Instagram, etc., and extracting
hidden patterns and insights employed for market research, sentiment analysis, trend
identification, and personalised content recommendations. As such, social media
data mining is an extremely valuable tool for analysis.

Within our study, we focus on the intersection between data mining, literary
studies, and social media research. Literary studies are not limited to close reading
and comprehension of a literary text. Literature as a cultural artefact is surrounded
by a much larger range of research issues from the positions of various social and
humanitarian sciences. For instance, the sociology of literature deals with the issues
of the social influence of literature, and the philosophy of literature focuses on the
ontological, epistemological, axiological, and ethical properties of literature. From
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the second half of the 19th century, literary studies began to interact closely with
the sciences, and mathematics in particular. Researchers began to use quantitative
methods to determine the frequency of words to attribute authorship to anonymous
or disputed texts. Since then, the possibilities of quantitative methods have become
wider, and they have more and more supporters. Nowadays, the application of
quantitative methods is expanding and conquering literary studies, focusing not
only on the study of the text but also on the study of social, philosophical, and
other aspects of literature.

Our study focuses on a combination of the following research questions:

RQ1. Is the geographic coverage of a social media community consistent with
a preference for authors from the same geographic region?

RQ2. Can we assume that posts containing poems will be the most popular
among quotations from different literary genres? (we can assume poetry
will be popular due to the ease of remembering poetry quotations and
the popularity of the genre).

The first research questions are related to literary studies. The intention of
exploring these questions is to investigate to what extent social media data can pro-
vide insights into literary perceptions and preferences. Applying the data collection
and analysis methods while seeking the answers to these questions is also aimed at
answering the following questions:

RQ3. Can a common framework for analysing social media data be developed
to support various literary studies?

RQ4. Can this type of analysis be supported with data from other types of
studies?

We have done a pilot study of the trends of readers’ interests based on analysis
of posts on social networks, which was presented and defended as the final project
on the course “Cultural Data Mining” within the master’s program in Digital Hu-
manities at ITMO University in the 2023 year.

Within the study, we analysed social media data containing literary quotations
by world-famous authors. This analysis allows us to determine which of the authors
are most popular among the audience of the social network, as well as which of their
works are most popular among the readers. We have chosen VK for our research,
which is the most popular social media platform in Russia, according to Statista [11].
VK has multiple public pages, including numerous pages dedicated to literature. One
of the most popular types of content within the literature pages on the social network
is quotations from a literary text, usually mentioning the author and the title of the
text. These quotations can be extracted into data sets which are unique in capturing
trends in the readers’ preferences.

The article is organised as follows. Section 2 provides a brief overview of recent
relevant work. Section 3 presents the methodology of the study. Section 4 presents
the dataset extraction and preprocessing steps. Section 5 shows the achieved results
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of statistical analysis based on social network data and text analysis of the quo-
tations. Finally, Section 6 offers some conclusions and discusses potential further
research.

2. Related work

Social media can play multiple functions. Aichner et al. reviewed the definitions
of social media in their 25 years of existence, exploring some 60,000 articles including
definitions of social media [1]. While there is no agreement on the actual definition of
social media, the various roles they play are summarised and include socialising with
friends and family, romance and flirting, job seeking, interacting with companies and
brands, and doing business. We can argue that today’s social media grew as place
for identity building (be it of users, especially influencers, brands, institutions or
communities), for marketing and promotion, for finding new contacts and growing
communities, and for keeping in touch. In the last years, particularly extensive
research has explored a negative side of social media, the spread of disinformation
and misinformation.

Within this article, our main interest is in the community function of social
media combined with the identity-building one, especially in relation to communities
which bring together users interested in literature who frequently share quotations
from literature works.

Surprisingly, there is very little research on the information behaviour of com-
munities with a literary interest. For example, Vlieghe et al. [15] explored in 2016
the reader engagement in social media environments. They proposed the following
classification of the type of engagement: a place to share reading experiences, a
place to meet enthusiasts, a place to create identity, a place to acknowledge and
encourage participation. They also introduced the concept of “affinity spaces to de-
velop an understanding of how readers engage in a variety of literary practices in
social media environments that focus on literature and reading”. Their study used
the ethnographic method combined with interviews of a number of people engaged
in the social media explored.

Mas-Baeda et al. [9] studied the social media posts of Spanish publishers on
Twitter (the article precedes the rebranding of the platform as X). This research
does not focus on community building but rather explores the marketing use of
social media by book publishers.

There are a number of studies which explored social media use for specific do-
mains and groups of users outside of our domain of focus but may be of interest
as a methodological approach and for comparison of issues within other communi-
ties. For example, Bocala-Wiedemann [2] explored the target group of young adults
within the context of evangelistic social media content and identified the most effec-
tive platforms, namely Instagram, TikTok, and YouTube (2022). Vanherle et al. [13]
explored an interesting aspect of social media – how information shared in a par-
ticular group may answer specific needs or topics (e.g., adolescents sharing alcohol
references).
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A more in-depth study of quoting practices in social media related to journalists’
use has been offered in [7]. Studies focusing on specific professional use of social
media are helpful and there is a clear need for similar studies of other groups.

It is also worth noting, that while sharing and community building on social
media are still being researched, a recent publication argues that this role of social
media is fading away. John [8] analysed the home pages of 61 social networking sites
in the decade 2011 and 2020, and argues that “ ‘sharing’ has lost its central place in
the terminology employed by social media platforms in their self-presentation”.

In conclusion, we see a growing number of research publications reporting on
the behaviour of specific communities on social media. However, in relation to
literature, the studies are limited. There is interest in the publishers’ use of social
media and some studies of specific communities based on ethnographic and survey
methods. Generally, quoting practices on social media have not yet been studied in
depth, and our study aims to bring additional evidence to the scholarly discourse.

3. Methodology

Within our study, we used quantitative methodologies and natural language
processing techniques [6] on datasets obtained from specialised VK social media
pages. Our approach adhered to the seminal framework elucidated by Fayyad et
al. [3] during the nascent stages of knowledge discovery.

As a starting point of our research, we put forward two hypotheses that we will
test in this study. First, we assume that native readers will prefer native authors
who describe the culture most understandable to readers. Secondly, we assume that
posts containing poems will be the most popular since the preparation of such content
requires less effort from administrators of niche pages in the social network.

It is worth noting that our research does not set itself the task of making any
conclusions on the most popular authors in Russia. We pursued the following goals:

• To determine whose texts of world literature authors are most often quoted by
niche pages, as well as which of them are gaining more reactions from users;

• To term the topics of the most quoted texts;

• To detect tendencies in acquired data using statistical analysis.

Before starting the study, we had to scope the best sources of data. After a
manual analysis of content across different social media, we decided to use VK and
identified three groups which discuss literature-related topics. We are aware that
there are potentially multiple sources for such content also on other social media,
but our aim was to provide a proof of concept on the viability of our methodology
rather than produce a comprehensive analysis of all relevant social media content.

At first, data was collected from the niche pages in social media using VK
API (Application Programming Interface): the Implicit Flow method was applied
to obtain the user’s access key, after which the wall.get method was applied to parse
data from niche pages. Although the VK API is open, it has limitations, in particular
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in the amount of data available for uploading, but we managed to resolve this with
the help of cyclic code.

Then, the named-entity recognition was made using Natasha1 (a Python library
for the Russian language) and the data was cleaned from irrelevant names. The data
was cleaned up, primarily because we used the Natasha library to upload all proper
names, and some of these names did not belong to the authors, but to characters.
Such data needed additional manual processing.

We detected the most mentioned and shared literary authors. Moreover, we
determined the topics of the literary texts and quotations from which users shared.
To do this, we used Voyant Tools2, having previously excluded prepositions, con-
junctions, pronouns, interjections, and other noise from the textual data.

Finally, we have come to conclusions about the importance of world literature
for Russian-native readers.

Figure 1. The process framework

4. Data sets and preprocessing

We decided to look for sources among niche pages in VK due to its open VK
API [14]. When choosing sources, we preferred popular niche pages with the most
subscribers, also meeting the following criteria:

• Published quotations are accompanied, at least, by a mention of the author
(at most, by a mention of a precedent text);

• The content is published primarily in text format (we did not choose niche
pages that published quotations exclusively as images, because it would require
the use of other methods).

Finally, as a source of data, we have used the following resources:
1GitHub – natasha/natasha: Solves basic Russian NLP tasks, API for lower level Natasha

projects, https://github.com/natasha/natasha
2Voyant Tools, https://voyant-tools.org/.
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• “Стихи давно забытого поэта” (Poems of a long-forgotten poet, https://vk.
com/memorypoets)

• “Литература” (Literature, https://vk.com/litratre)

• “Сочная литература” (Juicy literature, https://vk.com/juicylit)

It is worth noting that even though the name of the first source hints at ex-
clusively poetic content, it contains a large number of quotations from prose texts,
therefore it is relevant to our research goals.

VK API has technical limitations and makes it possible to collect only the
last 100 posts. However, we created a code loop that allowed us to parse 10,000
posts from the first two resources and 1000 posts from the third resource (because
this resource is smaller than the others) by the following categories: text, likes,
comments, reposts.

From the textual data were recognized names of literary authors. The final
data sets included authors mentioned more than once and were not subscribers of
the source (who published their texts in the group on the rights of advertising).

5. Data analysis results

We performed two types of quantitative analyses on the already pre-processed
data set, aiming to interpret the obtained results from the point of view of the
historical events in the creation of the works and the present. The first is aimed at
highlighting the most frequently cited authors, and the second one analyses which
passages from which works are most often the object of interest on the part of the
virtual community.

5.1. Analysis of data extracted from the social media posts

According to the data we have collected, the most frequently mentioned author,
that is, the most cited on niche pages, is Erich Maria Remarque, the German-
born writer – 323 posts are dedicated to him. Thus, both our hypotheses, are not
supported by the data evidence.

Nevertheless, the second and third most popular authors in terms of the number
of posts with quotations from their texts are just Russian poets: 243 posts contain
full text or fragments from poems by Sergei Esenin, the Russian lyric poet, and
239 posts – from poems by Joseph Brodsky, the Russian-American poet. The most
published poem by Sergei Esenin is “Tips of blue flame are dancing about . . . ”: it was
posted 14 times. Brodsky’s poems do not fundamentally differ in the frequency of
publications, which is somewhat astonishing since the legendary poem “Don’t leave
the room, don’t make a mistake” has already found a focal embodiment in memes
and has become an independent cultural artefact.

Furthermore, as a result of the data analysis, we found a quotation that is
mistakenly attributed to Brodsky, as is commonly believed: “When you are tired of
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endless introspection, call me. Let’s dance.” According to an alternative opinion, it
belongs to a certain poetess Henrietta Lardan, but there is no reliable evidence of
this. However, this is the most reposted line, signed in social media with Brodsky’s
name: 817 people shared this post.

Other significant authors in terms of the number of mentions are Marina Tsve-
taeva, one of the most influential Russian women poets (153 quotations in posts),
along with Anna Akhmatova (85 quotations in posts).

All the Russian authors mentioned at the moment worked in the 20th century
and belong to the Silver Age of Russian Poetry.

Turning to the prose writers, Mikhail Bulgakov is the most mentioned, and
the most cited novel is “The Master and Margarita”: among 101 quotations from
Bulgakov’s texts, 71 are quotations from this novel.

Returning to the conversation about Remarque, we have analysed the most
cited novels. According to the data, we can distinguish two of the most frequently
cited: “Arch of Triumph” and “Three Comrades”, 70 and 66 citations, respectively
(Figure 2).

Figure 2. Relation of quotations from Remarque’s texts in sources

Although Remarque is one of the main representatives of the Lost Generation
and is known because of their texts about broken people in war and interwar periods,
he won over many readers with his language of love. Therefore, “Arch of Triumph” is
perceived by many not as a story about the broken destinies of people familiar with
the war, but as a tragic love story. This explains why the most shared quotation is
from his correspondence with Marlene Dietrich: 704 people shared this.

Such attention of Russian-native readers to German literature strengthens the
position of German literature. In addition, we have seen increased attention to the
military and emigrant texts of the Remark in recent years, this can be interpreted
through the current political situation in which average citizens, like the characters
of Remarque’s novels, find themselves in the epicentre of a historical catastrophe.

Similarly to the popularity of poets, both Erich Maria Remarque and Mikhail
Bulgakov also worked in the 20th century (Figure 3).
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Table 1

Statistical data on the most shared quotations of the most mentioned literary authors

Quoted text Author
Statistics of quotations

in social media
Likes Comments Reposts

Correspondence with Marlene
Dietrich

Erich Maria Remarque 1492 10 704

“The Master and Margarita” Mikhail Bulgakov 3186 13 550
Unknown Attributed to Joseph Brodsky 4443 11 817
“Tips of blue flame are dancing
about. . . ”

Sergei Esenin 3470 43 1029

“Please take care of me!” (has
not been translated into En-
glish)

Marina Tsvetaeva 543 11 307

“Hands clasped, under the dark
veil. . . ”

Anna Akhmatova 1543 9 366

Figure 3. The most shared quotations of the most mentioned literary authors
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5.2. Text Analysis of Literary Quotations

To study the topics that primarily concern readers, we researched the texts that
they cite.

We have analysed the text of quotations using Voyant Tools to term the topics
of the most quoted texts. At this stage of the research, we analyse the texts of
quotations from prose texts, but not poetic ones, because poetic texts contain a
large number of metaphors that are not interpreted literally and require knowledge
of the content to understand them.

We loaded the corpus with 5687 total words after cleaning data from preposi-
tions, conjunctions, pronouns, interjections, proper names, and the same words that
do not reflect the topic of the precedent text.

The word “love” (любoвь) and its derivatives have a prominent appearance. In
many of Remarque’s texts, indeed, there is a love story. However, the most frequent
words in the corpus emphasise the cross-cutting theme of all of Remarque’s novels:
the place of people broken by war in the world. The main figures for his characters
are close social ties with friends and lovers. Thus, the word “friend” (дpуг) appears
22 times, and the word “human” (чeлoвek) – 17 times. These are some of the most
common words (Figure 4).

Figure 4. Relation of quotations from
Remarque’s texts in sources

Figure 5. Relation of quotations from
Bulgakov’s “The Master and Margarita”

As we have already found out, among most novels of Remarque, there are novels
included in the so-called emigrant pentalogy: “Flotsam”, “Arch of Triumph”, “The
Night in Lisbon”, “Shadows in Paradise”, and “The Promised Land”. As A. S. Porsh-
neva, a researcher of Remarque’s work, notes, “. . . in all these works, from the point
of view of one or more emigrant heroes, a special world is being built – the world
of emigration” [7]. The highest frequency of use of the words “friend” and “human”
illustrates this thesis.

They are second only to the word “nothing” (ничeгo), which occurs 26 times,
and pessimistically, but realistically predicts the most likely fate of the heroes, in
which there will be nothing bright. By the way, we notice the same situation with the
text of quotations from the novel “The Master and Margarita”: the word “nothing”
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(ничeгo) appears ten times, and the most appeared word is “never” (ниkoгдa) –
it is occurring 20 times and in combination with the word “nothing” increases the
hopelessness of the main Bulgakov’s characters (Figure 5).

Limitations of the study

Our study should be considered as an initial experiment which confirms the
viability of research questions and introduces a framework which can be reused in
subsequent studies. Here we would like to summarise some limitations:

• As with all studies using datasets, we extracted data from specific social media
and selected groups matching our subject domain. Literary quotations are
appearing less frequently in other social media content.

• We used one social media – VK. Any such study can be expanded to include
content from different social media.

• We used several tools without making any attempts to improve their quality –
this meant adding some time for checking the outcomes at each stage and
correcting manually any potential mistakes.

• We also have not analysed quotations which appear on images – this is a
very popular behaviour of social media users (and also some share videos with
multiple quotations from the same author). These media can be analysed in a
subsequent study using additional tools to extract texts from images/videos.

As a summary, our RQ1 and RQ2 are not confirmed by the evidence. However,
we showed that the work with data from social media provides valuable insights
thereby strengthening our understanding of the importance of literature in today’s
society. We have also provided a framework (see Figure 1) that can be adopted in
other similar studies. Our last research question, RQ4, requires further exploration.
Research has established channels to analyse the visibility of publications and there
are specialised services around this (e.g. Altmetrics). Sharing literary quotations on
social media requires further study as a form of information behaviour. It can be
compared to the sharing of images of art but there are a limited number of in-depth
studies on this topic, and even less on sharing poetic quotations.

On the other hand, the general tendency to share quotations is widespread and
often results in spreading disinformation on the author’s attribution of particular
quotations. This aspect also requires further investigation.

6. Conclusions and next steps

In our study, we explored the nature of sharing literary quotations in the most
popular Russian social media and arrived at the following conclusions.
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Firstly, contrary to our hypothesis that Russian-native readers will prefer
Russian-native authors, the most cited author turned out to be Erich Maria Re-
marque, the German-born writer of the Lost Generation.

Secondly, we also did not confirm the hypothesis that posts containing poems
are the most popular. Nevertheless, they turn out to be the next few lines in the
conditional rating according to the frequency of citation after Remarque.

The quantitative analysis showed that Russian readers prefer the poetry of the
20th century and representatives of a variety of literary trends: imagism (Sergei
Esenin), acmeism (Anna Akhmatova), as well as poets who do not belong to any
poetic school (Marina Tsvetaeva, Joseph Brodsky). In addition, we can see the
importance of the work of Russian women poets for contemporary readers. Besides,
we found a quotation of disputed authorship, which some people attribute to Joseph
Brodsky.

We can draw some conclusions based on these results. The study suggests that
an important place on the shelf of contemporary readers is occupied by texts, on the
one hand, telling a tragic love story, and on the other hand, telling the difficult fate
of a man of war. This is evidenced by several coincidences in the most frequent words
used in such dissimilar novels as “The Master and Margarita” by Mikhail Bulgakov,
the Russian writer, and Remarque’s novels.

The compelling findings from this modest study not only affirm our commitment
to further exploration but also inspire us to forge ahead, employing not just the same
but even more cutting-edge quantitative methodologies in the future. The discoveries
detected in the course of this study can serve as a basis for fundamental humanitarian
research, in particular in the field of comparative literature. Finally, this study can
be the basis for continuing the study of reading preferences using other quantitative
and qualitative interdisciplinary methods and cover broader criteria that potentially
affect the formation of reading preferences, such as the level of education, pop-
cultural trends, social environment, and others.

In the general setting of information behaviour studies, we noted that commu-
nity building within social media networks has not been extensively studied. We
hope that this domain will attract some more attention and plan to expand our
studies to other social media platforms and countries.
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We prove that for 𝑞 ∈ (−1, 0)∪(0, 1), the partial theta function 𝜃(𝑞, 𝑥) :=
∑︀∞

𝑗=0 𝑞
𝑗(𝑗+1)/2𝑥𝑗

has no zeros in the closed unit disk.
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1. Introduction

We consider the partial theta function 𝜃(𝑞, 𝑥) :=
∑︀∞

𝑗=0 𝑞
𝑗(𝑗+1)/2𝑥𝑗 , where 𝑞 ∈

[−1, 1] is a parameter and 𝑥 ∈ R is a variable. In particular, 𝜃(0, 𝑥) ≡ 1, 𝜃(1, 𝑥) =∑︀∞
𝑗=0 𝑥

𝑗 = 1/(1− 𝑥) and

𝜃(−1, 𝑥) =

∞∑︁

𝑗=0

(−1)𝑗𝑥2𝑗 +

∞∑︁

𝑗=0

(−1)𝑗+1𝑥2𝑗+1 = (1− 𝑥)/(1 + 𝑥2).

For each 𝑞 ∈ (−1, 0) ∪ (0, 1) fixed, 𝜃 is an entire function of 𝑥 of order 0.
The name “partial theta function” is connected with the fact that the Jacobi

theta function equals Θ(𝑞, 𝑥) :=
∑︀∞

𝑗=−∞ 𝑞𝑗
2

𝑥𝑗 while 𝜃(𝑞2, 𝑥/𝑞) =
∑︀∞

𝑗=0 𝑞
𝑗2𝑥𝑗 . “Par-

tial” refers to the fact that summation in 𝜃 is performed only from 0 to ∞. One can
observe that

Θ*(𝑞, 𝑥) := Θ(
√
𝑞,
√
𝑞𝑥) =

∞∑︁

𝑗=−∞
𝑞𝑗(𝑗+1)/2𝑥𝑗 = 𝜃(𝑞, 𝑥) + 𝜃(𝑞, 1/𝑥)/𝑥.
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The function 𝜃 satisfies the relation

𝜃(𝑞, 𝑥) = 1 + 𝑞𝑥𝜃(𝑞, 𝑞𝑥). (1.1)

Applications of 𝜃 to questions concerning asymptotics and modularity of partial and
false theta functions and their relationship to representation theory and conformal
field theory (see [6] and [4]) explain part of the most recent interest in it. Previously,
this function has been studied with regard to Ramanujan-type 𝑞-series (see [25]),
statistical physics and combinatorics (see [24]), the theory of (mock) modular forms
(see [5]) and asymptotic analysis (see [3]); see also [1].

Another domain in which 𝜃 plays an important role is the study of section-
hyperbolic polynomials. These are real polynomials with all roots real negative and
all whose finite sections (i.e., truncations) have also this property, see [9,21,22]; the
cited papers are motivated by results of Hardy, Petrovitch and Hutchinson (see [7,8,
23]). Various analytic properties of the partial theta function are proved in [11–20]
and other papers of the author.

The basic result of the present text is the following theorem (proved in Sec-
tion 3):

Theorem 1. For each 𝑞 ∈ (−1, 0)∪ (0, 1) fixed, the function 𝜃 has no zeros in
the closed unit disk D1.

In the next section we discuss the question to what extent Theorem 1 pro-
poses an optimal result. In Section 4 we make comments and formulate some open
questions.

2. Optimality of the result

2.1. The theorem of Eneström-Kakeya

For 𝑞 ∈ (0, 1), the theorem of Eneström-Kakeya about polynomials with positive
coefficients (see [2]) implies that the modulus of each root of a polynomial 𝑎0+𝑎1𝑥+
· · · + 𝑎𝑛𝑥

𝑛, 𝑎𝑗 > 0, is not less than min𝑗 |𝑎𝑗−1/𝑎𝑗 |. When this polynomial equals
1 + 𝑞𝑥 + · · · + 𝑞𝑛(𝑛−1)/2𝑥𝑛−1, the minimum equals 1/𝑞. Thus all zeros of all finite
truncations of 𝜃(𝑞, .) (and hence all zeros of 𝜃 itself) lie outside the open disk D1/𝑞.

Hence for 𝑞 ∈ (0, 1) (but not for 𝑞 ∈ (−1, 0)), Theorem 1 follows from the
theorem of Eneström-Kakeya. A hint how to obtain for 𝑞 ∈ (−1, 0) a disk of a
radius tending to ∞ as 𝑞 → 0− and free from zeros of 𝜃 is given in Remark 4.

Remark 2. For 𝑞 ∈ (−1, 0), it is not true that 𝜃(𝑞, .) has no zeros inside the
disk D1/|𝑞|. Indeed, the function 𝜃(−0.4, .) has a zero 1.96 . . . < 1/0.4 = 2.5. More
generally, the zero of 𝜃(𝑞, .) closest to the origin can be expanded in a Laurent series
(convergent for 0 < |𝑞| sufficiently small) of the form −1/𝑞 − 1 +𝑂(𝑞), see [11]. For
𝑞 ∈ (−1, 0) and |𝑞| sufficiently small, this number belongs to the interval (0, 1/|𝑞|).
See also [20], where the zero set of 𝜃 is illustrated by pictures.
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2.2. Optimality with respect to the parameter 𝑞

(1) This result cannot be generalized in the case when 𝑞 and 𝑥 are complex.
Indeed, suppose that 𝑞 ∈ D1 and 𝑥 ∈ C. Then the function 𝜃 has no zeros 𝑥 with
|𝑥| < 1/2. In fact, it has no zero for |𝑥| ≤ 1/2|𝑞|, see [10, Proposition 7]. On the
other hand, the radius of the disk in the 𝑥-space centered at 0 in which 𝜃 has no
zeros for any 𝑞 ∈ D1 is not larger than 0.56 . . . . Indeed, consider the series 𝜃 with
𝑞 = 𝜔 := 𝑒3𝜋𝑖/4. It equals

(︂ 7∑︁

𝑗=0

𝜔𝑗(𝑗+1)/2𝑥𝑗
)︂⧸︂

(1− 𝑥8).

Its numerator has a simple zero 𝑥* := 0.33 . . . + 0.44 . . . 𝑖 whose modulus equals
0.56 . . . . Hence for 𝜌 ∈ (0, 1) sufficiently close to 1, the function 𝜃(𝜌𝑒3𝑖𝜋/4, .) has a
zero close to 𝑥*. To see this one can fix a closed disk 𝒟 about 𝑥* of radius < 0.1
in which 𝑥* is the only zero of 𝜃(𝑒3𝑖𝜋/4, .). As 𝜌 tends to 1−, the modulus of the
difference 𝜃(𝑒3𝑖𝜋/4, 𝑥) − 𝜃(𝜌𝑒3𝑖𝜋/4, 𝑥) tends uniformly to 0 for 𝑥 ∈ 𝜕𝒟 (the border
of 𝒟), because the series 𝜃 converges uniformly for |𝑥| < |𝑥*| + 0.1, |𝑞| ≤ 1. The
Rouché theorem implies that the function 𝜃(𝜌𝑒3𝑖𝜋/4, .) has the same number of zeros
in 𝒟 (counted with multiplicity) as the function 𝜃(𝑒3𝑖𝜋/4, .).

(2) Set 𝑞 := |𝑞|𝑒𝑖𝜑. We show that there exists no interval (i.e., arc) 𝐽 on the
unit circle centered at 1 or −1 and such that for 𝜑 ∈ 𝐽 and |𝑞| < 1, the zeros of 𝜃(𝑞, .)
are all of modulus ≥ 1. Suppose that 𝑛 ∈ N, 𝑛 > 2, and that 𝜔 is a primitive root of
unity of order 𝑛. If 𝑛 is odd, then the sequence of numbers 𝜔𝑘(𝑘+1)/2 is 𝑛-periodic,
because (𝑛+ 1)/2 ∈ N, and one obtains

𝜃(𝜔, 𝑥) = 𝑃 (𝑥)/(1− 𝑥𝑛), 𝑃 :=
𝑛−1∑︁

𝑗=0

𝑎𝑗𝑥
𝑗 , 𝑎𝑗 = 𝜔𝑗(𝑗+1)/2.

If 𝑛 is even, then this sequence is clearly (2𝑛)-periodic, but it is not 𝑛-periodic,
because 𝜔𝑛(𝑛+1)/2 = −1. One has

𝜃(𝜔, 𝑥) = 𝑄(𝑥)/(1− 𝑥2𝑛), 𝑄 :=
2𝑛−1∑︁

𝑗=0

𝑏𝑗𝑥
𝑗 , 𝑏𝑗 = 𝜔𝑗(𝑗+1)/2.

The polynomials 𝑃 and 𝑄 are self-reciprocal, i.e., 𝑎(𝑛−1)/2−𝑠 = 𝑎(𝑛−1)/2+𝑠 and
𝑏(2𝑛−1)/2−𝑠 = 𝑏(2𝑛−1)/2+𝑠. Indeed, for the polynomial 𝑃 this follows from

((𝑛− 1)/2− 𝑠)((𝑛− 1)/2− 𝑠+ 1)/2 ≡ (𝑛− (𝑛− 1)/2 + 𝑠)(𝑛− (𝑛− 1)/2 + 𝑠− 1)/2

= ((𝑛− 1)/2 + 𝑠)((𝑛− 1)/2 + 𝑠+ 1)/2 mod [𝑛].

For the polynomial 𝑄 one gets

((2𝑛−1)/2−𝑠)((2𝑛−1)/2−𝑠+1)/2 ≡ (2𝑛−(2𝑛−1)/2+𝑠)(2𝑛−(2𝑛−1)/2+𝑠−1)/2

= ((2𝑛− 1)/2 + 𝑠)((2𝑛− 1)/2 + 𝑠+ 1)/2 mod [2𝑛].
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We show that at least one root of the polynomial 𝑃 and at least one root of 𝑄
belong to the interior of the unit disk. Indeed, these polynomials are monic and
𝑃 (0) = 𝑄(0) = 1. The product of their roots being equal to ±1, the only possibility
for 𝑃 and 𝑄 not to have roots in D1 is all their roots to be of modulus 1. These
polynomials are self-reciprocal, so 𝑃 (𝑧) = 0 (resp. 𝑄(𝑧) = 0) implies 𝑃 (1/𝑧) = 0
(resp. 𝑄(1/𝑧) = 0). But if |𝑧| = 1, then 1/𝑧 = 𝑧. This means that 𝑃 and 𝑄 can have
as roots either ±1 or complex conjugate pairs, i.e., 𝑃 and 𝑄 must be real which is
false as their coefficients of 𝑥 equal 𝜔 ̸= ±1.

So 𝑃 and 𝑄 have each at least one root in D1. As in part (1) of this subsection
one deduces that for |𝑞| sufficiently close to 1 and for 𝑒𝑖𝜑 = 𝜔, the function 𝜃(𝑞, .) has
a zero in D1. Primitive roots are everywhere dense on the unit circle. This implies
the absence of an interval 𝐽 as above.

2.3. Optimality with respect to the variable 𝑥

Suppose first that 𝑞 ∈ (−1, 0). Then in the formulation of Theorem 1 one
cannot replace the unit disk by a disk of larger radius. Indeed, the zero of the
numerator of 𝜃(−1, 𝑥) (which equals 1) is the limit as 𝑞 tends to −1+ of the smallest
positive zero of 𝜃(𝑞, 𝑥), see [20, Part (2) of Theorem 3], so in any disk D1+𝜀, 𝜀 > 0,
there is a zero of 𝜃 for some 𝑞 ∈ (−1, 0).

Suppose now that 𝑞 ∈ (0, 1).

Conjecture 3. Theorem 1 does not hold true if one replaces in its formulation
the unit disk by a disk of larger radius.

The following numerical example shows why this conjecture should be con-
sidered plausible. Set 𝜃100 :=

∑︀100
𝑗=0 𝑞

𝑗(𝑗+1)/2𝑥𝑗 (the 100th truncation of 𝜃). For
𝑞 = 0.98, the function 𝜃100(0.98, .) has a zero 𝜆0 := 1.209 . . .+0.511 . . . 𝑖, of modulus
1.312 . . . . For 𝑞 = 0.98 and 𝑥 = 1.32, the first two terms of 𝜃 which are not in 𝜃100
equal 𝑦101 := 7.407 . . .×10−33 and 𝑦102 := 1.270 . . .×10−33, respectively. Their ratio
is 𝑦101/𝑦102 > 5.5 and the moduli of the terms of 𝜃 decrease faster than a geometric
progression. Hence for |𝑥| < 1.32, one has

𝑇0 := |𝜃(0.98, 𝑥)− 𝜃100(0.98, 𝑥)| < 𝑦101/(1− 5.5−1) = 9.053 . . .× 10−33.

On the other hand, Λ0 := (𝜕𝜃/𝜕𝑥)(0.98, 𝜆0) = 27.180 . . .+18.959 . . . 𝑖 with |Λ0| > 33.
Thus one should expect to find a zero of 𝜃(0.98, .) close to 𝜆0 (the truncated terms
are expected to change the position of 𝜆0 by ≈ 𝑇0/|Λ0| which quantity is of order
10−34. So in the formulation of Theorem 1 one should not be able to replace the
unit disk by a disk of radius larger than 1.32.

3. Proof of Theorem 1

We remind first that the Jacobi triple product is the identity

Θ(𝑞, 𝑥2) =
∞∏︁

𝑚=1

(1− 𝑞2𝑚)(1 + 𝑥2𝑞2𝑚−1)(1 + 𝑥−2𝑞2𝑚−1)
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which implies Θ*(𝑞, 𝑥) =
∏︀∞

𝑚=1(1− 𝑞𝑚)(1 + 𝑥𝑞𝑚)(1 + 𝑞𝑚−1/𝑥). Thus

∞∏︁

𝑚=1

(1− 𝑞𝑚)(1 + 𝑥𝑞𝑚)(1 + 𝑞𝑚−1/𝑥) = 𝜃(𝑞, 𝑥) + 𝜃(𝑞, 1/𝑥)/𝑥. (3.1)

Suppose that 𝑞 ∈ (−1, 0) ∪ (0, 1), 𝑥0 ∈ C, |𝑥0| = 1 (hence 𝑥0 = 1/𝑥0), and that
𝜃(𝑞, 𝑥0) = 0. The coefficients of 𝜃 being real, one has 𝜃(𝑞, 𝑥0) = 𝜃(𝑞, 𝑥0) = 0, so
the right-hand side of equation (3.1) equals 0 for 𝑥 = 𝑥0. However for 𝑥 = 𝑥0, the
left-hand side vanishes only for 𝑥0 = −1.

For 𝑞 ∈ (0, 1), one has 𝜃(𝑞,−1) =
∑︀∞

𝑗=0(−1)𝑗𝑞𝑗(𝑗+1)/2, and the latter function
takes only values from the interval (1/2, 1), with lim𝑞→1− = 1/2, see [10, Proposi-
tions 14 and 16]. For 𝑞 ∈ (−1, 0), one sets 𝑢 := −𝑞, so

𝜃(𝑞,−1) = 𝜃(−𝑢,−1) = 1 + 𝑢− 𝑢3 − 𝑢6 + 𝑢10 + 𝑢15 − 𝑢21 − 𝑢28 + · · ·
= 1− 𝑢3 + 𝑢10 − 𝑢21 + · · ·+ 𝑢− 𝑢6 + 𝑢15 − 𝑢28 + · · · > 0,

because this is the sum of two Leibniz series with positive initial terms. Thus for
𝑞 ∈ (−1, 0) ∪ (0, 1), the partial theta function has no zeros of modulus 1.

For −1/2 < 𝑞 < 1/2, one has 𝜃(𝑞, 𝑥) ̸= 0 for any 𝑥 ∈ D1, because

|𝜃(𝑞, 𝑥)| ≥ 1−|𝑞|−|𝑞|3−|𝑞|6−· · · ≥ 1−|𝑞|−|𝑞|2−|𝑞|3−· · · = (1−2|𝑞|)/(1−|𝑞|) > 0.

As the parameter 𝑞 varies in (0, 1) or in (−1, 0), the zeros of 𝜃 depend continuously
on 𝑞. For |𝑞| < 1/2, there are no zeros of 𝜃 in D1 and for 𝑞 ∈ (−1, 0)∪ (0, 1), no zero
of 𝜃 crosses 𝜕D1 (the border of the unit disk). Hence for 𝑞 ∈ (−1, 0) ∪ (0, 1), there
are no zeros of 𝜃 in D1.

Remark 4. One can prove that for |𝑞| ≤ 0.4, the function 𝜃(𝑞, .) has no zeros
in the closed disk D

1/
√

|𝑞|. Indeed,

|𝜃(𝑞, 1/
√︀

|𝑞|)| ≥ 1−
∞∑︁

𝑗=1

|𝑞|𝑗(𝑗+1)/2−𝑗/2 = 1−
∞∑︁

𝑗=1

|𝑞|𝑗2/2 ≥ 1−
∞∑︁

𝑗=1

0.4𝑗
2/2 = 0.19 . . .>0.

4. Comments and open questions

4.1. The case 𝑞 ∈ (0, 1)

In Figure 1 we show the images for 𝑞 = 0.2 (the smaller oval) and for 𝑞 = 0.7
(the larger oval) of the unit circle in the 𝑥-plane under the mapping 𝑥 ↦→ 𝜃(𝑞, 𝑥),
together with the vertical line Re𝑥 = 1/2.

It would be interesting to know whether:

1. for any 𝑞 ∈ (0, 1), the image of the unit circle is a convex oval about the point
(1, 0) and belonging to the half-plane Re𝑥 > 1/2;
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Figure 1. The vertical line Re𝑥 = 1/2 and the images of the unit circle under the map 𝑥 ↦→ 𝜃(𝑞, 𝑥)
for 𝑞 = 0.2 and 𝑞 = 0.7

2. for 0 < 𝑞1 < 𝑞2 < 1, the image of the unit circle for 𝑞 = 𝑞1 lies inside its image
for 𝑞 = 𝑞2.

These questions are motivated by the fact that for 𝑞 = 1, one has 𝜃(1, 𝑥) =

1/(1− 𝑥), and for |𝑥| = 1, it is true that Re(1/(1− 𝑥)) = 1/2, i.e., the vertical line
Re(1/(1− 𝑥)) = 1/2 is the image of the unit circle for 𝑞 = 1; on the other hand, the
point (1, 0) is the image of the unit circle for 𝑞 = 0.

4.2. The case 𝑞 ∈ (−1, 0)

In Figure 2 we show the images for 𝑞 = −0.2 (small oval in dashed line),
𝑞 = −0.53 (closed contour in dotted line), 𝑞 = −0.7 (curve with self-intersection in
dashed line) and 𝑞 = −0.85 (curve with self-intersection in solid line) of the unit
circle in the 𝑥-plane under the mapping 𝑥 ↦→ 𝜃(𝑞, 𝑥).

The following questions are natural to ask:

3. Is it true, and for which value of 𝑣 ∈ (0, 1), that for 𝑞 ∈ (−𝑣, 0), the corre-
sponding image is a convex oval about the point (1, 0)?

4. Is it true that for 𝑞 ∈ (−𝑤,−𝑣), −1 < −𝑤 < −𝑣 < 0, the corresponding image
changes convexity twice “at its right” (as this seems to be the case of the curve
given in dotted line)?
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Figure 2. The images of the unit circle under the map 𝑥 ↦→ 𝜃(𝑞, 𝑥) for 𝑞 = −0.2, 𝑞 = −0.53,
𝑞 = −0.7, and 𝑞 = −0.85

Figure 3. The image of the unit circle under the map 𝑥 ↦→ 𝜃(𝑞, 𝑥) for 𝑞 = −1
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5. Is it true that for 𝑞 ∈ (−1,−𝑤), the image has a self-intersection point? One
can expect that for 𝑞 = −𝑤, the image has a cusp point.

6. Is it true that for 𝑞 ∈ (−1,−𝑤′), −1 < −𝑤′ < −𝑤, the image has still self-
intersection and changes convexity twice “at its left”?

7. Is it true that for 𝑞 ∈ (−1,−𝑤′′), −1 < −𝑤′′ < −𝑤′, the image has still self-
intersection, changes convexity twice “at its left” and intersects the vertical axis
at four points? (For 𝑞 = 𝑤′′, the image is supposed to have two tangencies
with the vertical axis.)

8. Is it true that these are all transformations which the image undergoes for
𝑞 ∈ (−1, 0)?

9. Is it true that for −1 < 𝑞2 < 𝑞1 < 0, the image of the unit circle for 𝑞 = 𝑞1 lies
inside its image for 𝑞 = 𝑞2? “Inside” means “inside the contour excluding (for
𝑞2 > 𝑤) the loop”.

It should be observed that for values of 𝑞 close to −1, the image seems to pass
through the origin. In reality, it passes very close to it, but nevertheless to its right,
according to Theorem 1. The image of the unit circle for 𝑞 = −1 is the hyperbola
𝑌 2 −𝑋2 −𝑋 = 0, where 𝑋 := Re𝑥 and 𝑌 := Im𝑥, see Figure 3. (The centre of the
hyperbola is at (1/2, 0), its asymptotes are the lines 𝑌 = ±(𝑋 − 1/2).) Following a
similar logic one can assume that the point (1, 0) remains in the exterior of the loop
of the image (the loop existing for 𝑞 > 𝑤). The proximity of the image to the origin
makes it seem unlikely that one could prove the absence of zeros of 𝜃 in a disk of a
radius larger than 1 (for all 𝑞 ∈ (−1, 0)).

Acknowledgements. The author is grateful to A. Vishnyakova and B. Shapiro
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The globalization of world economy stimulates large number of people to search abroad
for better employment opportunities. This is the reason to consider the exchange of oc-
cupational health assessment summary (OHAS) content from cross-border view point. It
is a problem of larger social-significance than the cross-border exchange for International
Patient Summary (IPS). While the IPS dataset is well studied in the framework of an
international standard, the OHAS remains rather insufficiently explored in the existing
literature. This paper proposes a novelty systematic approach to provide a practicable
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fully functional web application, where the EN 13606 instances are managed by means
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1. Introduction

One of the primary tasks of occupational health is to provide public health
services for maintenance of the workers’ health state by continuous health assess-
ment of their capacity to execute the professional duties of the assigned them job
position. These services aim to protect the health and well-being of employees and
workers as well as to improve the productivity and quality of work [29]. It is widely
recognized that the conditions in the workplace environment significantly impact
human’s health state and contribute to contracting illnesses caused by exposure to
risk factors accompanying the execution of work activity [12]. Prolonged exposure
to hazards in the workplace environment, such as interaction with dangerous chem-
ical or biological agents, radiation or even continuous stress at work stimulates the
development or progression of occupational diseases [7].

Occupational diseases, unlike other illnesses, have causal relationship with spe-
cific hazards established in the workplace environment or specific occupations. There-
fore, such diseases are most often referred to as occupational diseases [23]. The Inter-
national Labor Organization (ILO) acknowledges occupational diseases as a serious
world-wide problem having significant burden on the economy [11,25,30]. According
to public statistic data the expenses on occupational diseases are increasing every
year and besides, exceed the costs spent on treating other socially significant dis-
eases like cancer and diabetes [5,21]. The medical costs associated with occupational
disease treatment appear to be quite significant. Additionally, productivity losses
resulting from work-related ill health or disabilities generate another substantially
larger fraction of these costs. These costs are partially covered by private and social
insurance funds due for occupational disease. However, a major part of these ex-
penses is paid by the workers and their families suffering from occupational disease.
Thus, occupational diseases have many associated costs that cannot be expressed
just in financial terms. These diseases impact the employee, the employer and the
whole society, while recent statistical data suggest the need for improving the exist-
ing approaches and public services for prevention of occupational diseases.

A starting point for successful management and prevention of occupational
diseases is the identification of these diseases. According to the ILO, there are
four groups of internationally recognized occupational diseases [15]. The diseases
in the ILO list are rather generally described in that list without a reference to
dangerous levels of workplace hazards, duration or type of exposure allowing to
establish a link between a risk factor in work activities and the observed health
disorders. Besides, this list had been revised for the last time 10 years ago and
the representation of occupational diseases needs to be updated in order to be used
efficiently with modern information technologies. More detailed classification of
occupational diseases accompanied by related descriptions of risk factors may be
discovered at national level [2, 14].

The increased globalization of the workforce market requires deeper harmoniza-
tion of international standards, national legislation and practices aiming to achieve
effective preventive and protective measures [16]. For example, the European Union
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(EU) has introduced lists of indicative limit values for occupational exposure to
hazardous chemical agents during work activities [8], where agents are accurately
described in terms of their Chemical Abstract Service (CAS) registry number [1].
Similar EU directives establish limit values for exposure to physical hazards, biologi-
cal agents as well as provisions on avoiding other risks in the workplace environment
like psychological, workload, or ergonomical risks. While this approach for quantita-
tive exposure assessment aims to ensure a safer workplace, lately employers prefer to
apply a proactive approach to occupational diseases prevention. Diagnosis, early dis-
covery and avoiding the progression of occupational diseases are in the focus of this
approach. At the same time, employees often change job positions or workplaces,
each one of which, impacts the employee’s health in one or another way. Therefore, a
proper diagnosis of occupational disease needs to take into account information from
the occupational history of the employee relating quantitative exposure assessments
with observed clinical symptoms and hazards in the workplace as well as conclusions
from occupational health assessments for fitness to execute work activities.

Such information is usually recorded in the occupational health assessment
summary (OHAS) of the employee. It is not just a single medical record, rather a
summary of medical assessments accumulated during the occupational history of the
worker. The OHAS is applicable in use cases similar to those of the International
Patient Summary (IPS) [9]. Although OHAS and the IPS serve different purposes,
both of them have similar use cases that involve exchange of clinical data both at na-
tional and cross-border level. The EN ISO 27269 [6] standard introduces a uniform
structure for the IPS dataset and EN 13606 [17,18] enables semantic interoperability
of IPS exchange [20, 27]. Unlike the similarity in use cases and the importance of
proactive strategies for prevention of occupational diseases, currently, there is no
international standard for representing the OHAS of workers and employees. This
complicates a lot the development of services for sharing of information from the
OHAS between the various professionals. Typically, the issues of medical confi-
dentiality and privacy of data are underestimated in practice. Studies of existing
literature sources show that only few countries have provisions in their legislation for
management of occupational health assessments in relation to the occupational his-
tory of the employee or worker thus, limiting significantly the information required
for decision making regarding surveillance and prevention of occupational disease
disorders [10,16,26]. For example, the French Law No. 2021-1018 of August 2, 2021
makes medical records a major preventive tool in occupational health part of the
French “Dossier Medical Personel” (DMP) that is equivalent to the Patient’s Sum-
mary in other countries, while Decree No. 2022-1434 of November 15, 2022 specifies
in particular the content and the conditions of transmission.

The focus of this paper is two-fold. The first objective is to outline the typical
use cases of OHAS involving exchange of clinical data for the purpose of proactive
prevention of occupational diseases. Secondly, it considers the French and Bulgarian
OHAS [22, 26] in a case study aiming to demonstrate semantic interoperability in
exchange of OHAS instances compatible with an EN 13606 archetype. Both the
use cases and the representation of an OHAS in the reference model of EN 13606
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are novelties in the existing literature, while the results from computer experiments
prove that the exchange of OHAS has a practicable solution with significant number
of applications in occupational health.

The structure of this paper is organized as follows. The following section de-
scribes the use cases for exchange of OHAS and the EN 13606 archetype representing
OHAS according to the provisions of the Bulgarian national legislation. In section
3 we consider a typical case study for the implementation of the use cases. For this
purpose we demonstrate exchange of valid instances of the EN 13606 archetype by
means of a native XML database. In conclusion, we discuss the applicability of the
obtained results and our plans for future research.

2. Methods

Proactive prevention of occupational diseases relies on the ability to make de-
cisions employing clinical data collected systematically from occupational health
assessments conducted during the occupational history of the employee or worker.
We refer to this dataset as occupational health assessment summary (OHAS). Un-
like the IPS, data entries in the OHAS are provided by occupational physicians or
by health professionals from the multidisciplinary occupational health team of ex-
perts during health surveillance visits or during health assessment for job position
fitness. Its structure and scope are usually established by provisions in the national
legislation of each country with the primary objective of providing continuity of care
and coordination of efforts in surveillance and prevention of occupational diseases.
Therefore, without loss of generality we assume that management of OHAS is strictly
defined by the national legislation. On the other side, the globalization of the work-
force market requires taking into consideration the case of cross-border exchange of
OHAS. From this viewpoint, it follows that OHAS must be also cross-border ac-
cessible both for viewing and updating content, subject to the existing norms for
medical confidentiality and data privacy. The use case to communicate OHAS and
its content is introduced in Subsection 2.1 as an initial step that motivates the need
for the standardization of OHAS content. Apparently, this use case requires a more
detailed presentation that exceeds the scope of this paper. Its description brings
up the outstanding problem of semantic interoperability of clinical data in OHAS
exchanges. Therefore, in Subsection 2.2 we focus the attention on building a real-life
case study for semantic interoperability exchange of OHAS content [22] represented
in terms of the dual reference model of EN 13606 [18].

2.1. Use case

The here considered use case describes the different ways the OHAS and its
content are communicated among the occupational health agencies and participants
in the international workforce market. People are free to get employed in the country
of their origin (Country A) or abroad (Country B). The appointment of employees
without knowledge about their occupational health background is risky, especially,
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when it concerns job positions involving exposure to known hazards in the work-
place environment. Therefore, in most cases of employment benefits for proactive
prevention of occupational disease and also for the well-being of the worker can
be gained, provided the exchanged data in the OHAS is up to date and besides,
interpreted semantically correct, by the respective occupational health professional
(OHP). The following use case proposes a solution to this problem. Its scope could
be cross-border, national or regional.

Participants in this use case are the employee/worker, the OHP in the em-
ployee/worker’s country of origin (Country A) and the OHP in the country of em-
ployment (Country B). In a particular case, Country B could designate Country A
or a region of Country A when the use case scope is national or regional.

Important prerequisites for executing the functional requirements include the
following observations. Different countries and even, different occupational agencies
in the same country operate heterogeneous software systems and may use different
informational technologies for representing the OHAS content. Moreover, OHAS
content may be recorded in different languages, clinical vocabularies or measurement
systems. All of it presents challenges including semantic interoperability in the
practical implementation of sharing OHAS content between various professionals.

Typically, the OHAS dataset contains at least the following sections:

• A section with medico-administrative data.

• An ordered group of sections recorded during the occupational history of the
employee/worker where each record contains data about:

• Workplace activities relevant to job position.

• Hazards specific to the workplace environment.

• Risks based on formal quantitative exposure assessment procedures.

• Established occupational diseases (diagnoses), documented disabilities, exis-
tence or absence of a pathology possibly linked to occupational exposure.

• Medical conclusions and medical contraindications for job position fitness.

There are two distinct versions of the use case depending on the actors involved
in the exchange activities. The first version is the case when the employee/worker
works occasionally or regularly in Country B, whereby he may already have an
OHAS stored in Country A. This describes the Use case of the employee/worker
working abroad. The second use case considers exchange of OHAS when employment
occurs in the country of origin, i.e. when Country B coincides with Country A. This
describes the Use case of the native employee/worker. In terms of cross-border
exchange of OHAS, the first use case is the Primary use case (Figure 1).

Because of the absence of a standard for a comprehensive definition of the OHAS
dataset at the EU level, the implementation of the Primary use case is accompanied
by significant semantic interoperability problems. Without loss of generality we
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Figure 1. Primary use case for cross-border exchange of OHAS
(employee/worker working abroad)

assume at this point that compliant implementations are feasible at national or
regional level, although there remain serious obstacles to overcome at this level as
well. Therefore, a consensus agreement is getting growing support on the need to
develop an international standard allowing to overcome the semantic interrogability
problems in use cases of OHAS.

Provided the use case prerequisites are satisfied, then the main activities during
the exchange of OHAS content execute in the following order:

1. The employee/worker contacts an OHP in Country B.

2. The OHP is identified, authenticated and authorized.

3. The employee/worker is identified by the OHP to have OHAS data in Coun-
try A.

4. The OHP informs the employee/worker what part of the OHAS will be re-
trieved.

5. The employee/worker authorizes the OHP to extract and use data from his
OHAS.

6. The OHP provides the employee/worker with the requested occupational health
service.

An essential quality requirement in the use case execution is the correct seman-
tic interpretation of the clinical aspect contained in the OHAS regarding language,
medical diagnoses and conclusions, terminologies and vocabularies, measurement
units. The following subsection proposes a methodology that transforms this qual-
ity requirement into a software solution.

2.2. Common OHAS dataset model

The standardization of both the OHAS dataset structure and contents is an
essential prerequisite for achieving interoperability among the heterogeneous infor-
mation systems participating in the exchange of data. In order to develop the
common information model of the OHAS dataset, we reviewed the existing prac-
tices in the area of occupational health of EU countries like France, Bulgaria and
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Figure 2. The major data sections of the OHAS dataset

Belgium [22, 26]. Thus, the obtained OHAS dataset is built on the data discov-
ered typically in the national legislation of these countries, although such data are
found in these documents in terms of different notations. A high level hierarchical
organization of the major data sections is represented in Figure 2.

The root of this hierarchy contains data fields describing the identity of the
employee/worker in terms of Personal data (identity code, names, local address
and general practitioner contact details) and a conditional field (health summary
content status) controlling access to this dataset (Health summary content status).
An ordered list below this root is used to store the Employment history where each
record of the Employment history has nine sections of data:

Employment details. It is a required section with data fields describing
the employer’s contact details, job position and the period for employment of the
employee/worker.

Workplace factors for health disorders. This section has a brief description
of the job activities and a list of the factors in the workplace environment that might
cause health disorders. There are several internationally recognized factors such
as noise, vibrations, lightning at the workplace, dust, chemical agents, biological
agents, ionizing and nonionizing radiation etc. The levels of these factors at the
workplace are qualified as Recommended exposure limits, Threshold limit values
(close to the upper recommended exposure) or Immediately dangerous to life limit
values (significantly exceeding the recommended exposure) [8]. With respect to
exposure duration each such factor is identified as long-term (repeated exposure) or
short-term (accidental exposure). The development of a common job classification
system relating job encodings to known hazards in typical workplace settings would
provide a standardized framework for cross-border interoperability in management
of this kind of data.

Preliminary medical exams. These exams are represented in two sections,
a section for obligatory or a section for nonobligatory preliminary exams. The
obligatory exams are done by a commission of experts in occupational health and
concludes with a statement for fitness to execute job activities or to be exempted
from executing certain activities, while the nonobligatory exams are done by a single
occupational health professional who issues a diagnose confirming or rejecting an
occupational disease. These sections of OHAS make references to diagnoses and
symptoms for occupational diseases.
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Periodic medical exams. Data about the periodic exams is recorded at regu-
lar intervals during the employment of the employee/worker. Similarly by content to
the preliminary medical exam sections, there are two separate sections dedicated
to recording periodic nonobligatory and periodic obligatory exams.

Illness/Disability/Accident data. This section records documented events
of this nature registered during the employment period.

Individual exams. This section contains records about medical exams un-
dertaken by the employee/worker himself.

Conclusions. This section contains records of positive/negative conclusions
about the ability to execute job activities done by commissions on occasions different
than obligatory preliminary and periodic exams.

It is noteworthy, that the composition of the OHAS dataset shown in Figure 2
can be extended to a folder of OHAS generated in a single country. Thus, in the
implementation of the primary use case in Subsection 2.1, one folder can be dedicated
to store OHAS data composed in Country A and eventually, multiple folders for
representing compositions of OHAS data in case of employment in a set of countries
referred to as Country B in that use case.

2.3. OHAS archetype in EN 13606

Unlike other application domains, the healthcare domain requires clinical data
to be exchanged together with the semantic context in which the data values are
created and remain valid. The correct interpretation of the semantic context in the
OHAS dataset is vital for the evaluation of the worker’s health state, determining
a diagnosis or identifying symptoms for related complications and, in particular,
for proactive prevention of occupational diseases. Therefore, the implementation of
the use case for exchange of OHAS must rely on standards and technologies sup-
porting the application of common vocabularies and terminologies for representing
the semantic context in the process of communication between different computer
systems. The most notable example for such a standard is EN 13606 [17,18].

EN 13606 is a complete international standard for semantic interoperability in
the exchange of extracts of electronic health data such as OHAS. This standard uses
a dual architecture model and object oriented technologies, combining a static Refer-
ence information model (RM) with an Archetype object model (AOM) quite similar
to those discovered in the openEHR specification [24]. The classes in its reference
model, shown in Figure 3, are employed to represent the non-volatile structure of
clinical concepts, while the archetype model serves to express specific knowledge
constraints on instances of the underlying reference model [4].

In contrast to the alternative implementation of this approach in FHIR [13],
all the EN 13606 archetype instances are validated against one and the same RM.
Additional advantages of EN 13606 archetypes are their support for visualization,
composition, specialization and redefinition, enabling reusability and participation of
clinical domain experts in their development. Updating clinical content in EN 13606
requires no change in the RM rather adding new or extending existing archetypes.
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Figure 3. UML class diagram of the EN 13606 Reference model

In FHIR it means the development of new software for each new resource. Therefore,
the EN 13606 standard is selected in this paper as the primary means for building
a long-term open health platform for cross-border exchange of OHAS.

The EN 13606 archetype of the OHAS shown in Figure 4 allows to accurately
represent the constraints in the clinical domain that are discovered in the use case
described in Subsection 2.1. It is a COMPOSITION archetype developed employing
LinkEHR Studio [19, 28]. The archetype is composed of an ENTRY for Personal
data and a SECTION holding the Employment history. The Employment history
is represented in terms of an ordered sequence SECTIONs with ENTRY datatypes
describing the employment from the occupational health perspective outlined in
Subsection 2.2.

Figure 4. The EN 13606 archetype of OHAS
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An important feature of LinkEHR Studio is that it allows to validate the
archetype with respect to the RM datatypes of EN 13606 as well as in relation
to the datatypes of the AOM. These are two kinds of datatypes that serve different
purposes.

The purpose of the AOM datatypes is to wrap attributes and values of the RM
datatypes with properties allowing to impose on them constraints discovered in the
application domain. Besides, both kinds of datatypes are expressed in terms of prim-
itive XML datatypes like Integer, Real, String, Boolean or Date/Time/DateTime
employing the respective XML schemes accompanying the EN 13606 standard.

Important constraints that are directly related to achieving semantic inter-
operability of OHAS in the clinical domain (occupational health) are bindings to
systemized nomenclatures as SNOMED-CT (Figure 5), international classifications
of diseases as ICD-10, encodings of hazardous factors in the workplace environment
or measurement system standards for identification of units used to describe quan-
titative exposure assessment values. Other examples are the cardinality constraints
in AOM on instances of classes from the RM, shown in curled brackets in Figures 4
and 5, or using regular expressions, assumed and default values for controlling the
intended clinical meaning of values stored in the instances of that archetype.

Figure 5. Binding diagnoses to SNOMED-CT in the OHAS archetype

3. Results

The creation of valid instances of EN 13606 archetypes is an essential require-
ment for using the archetypes in practice. It is common to obtain these instances
in XML format. Besides, the archetype instances must be valid with respect to the
XML scheme of classes and datatypes in EN 13606 like EN 13606-RM.xsd depicted
in Figure 6. Unlike openEHR, building instances of EN 13606 archetypes is not
a straightforward process because it involves the development of custom software
utilities. Note that validating the archetype instance by taking in consideration just
the primitive datatypes in the XML standard does not make it a valid EN 13606
instance. This difficulty appears to be one of the major obstacles for a broader
recognition of EN 13606 in exchanging extracts of electronic health records.

Another important decision is the choice of the platform for management of the
EN 13606 instances of the OHAS archetype like the one displayed in Figure 6. At
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Figure 6. Archetype instance of OHAS validated against EN 13606 classes and datatypes

this point ,we can take advantage of the proven validation of the archetype instance
against the XML scheme of the EN 13606 standard RM and employ as a platform
a native XML database like BaseX [3].

This database provides access to data stored in XML format through RESTful
web services. Besides, management of XML data is done in terms of XQuery as
a substitute for the absence of support for a query language in EN 13606. The
static non-volatile nature of the OHAS archetype translates to static non-volatile
structure of all the instances of that archetype. Therefore, likewise the EN 13606
archetype, the XPath-s in XQueries are also reusable. It allows to create a stable
API for management of XML data in native XML databases.

In order to prove this concept, we have developed a three-tier application com-
prising BaseX, an Apache 2 web server and a desktop client application. The appli-
cation demonstrates the execution of the main activities in the OHAS use case such
as exporting and storing valid EN 13606 instances of OHAS. Figure 7 demonstrates
a case study for management of real-life data by means of RESTful web services for
accessing OHAS instances stored in BaseX.

Figure 7. Case study: Data management of exchanged EN 13606 instances of OHAS
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4. Conclusion

The exchange of OHAS is essential requirement for proactive prevention of occu-
pational diseases as well as for ensuring the health of employees/workers in executing
job activities. Exercising professional activities in most cases is accompanied with
the development of occupational diseases that in certain cases lead to disabilities.
Treatment of occupational disease costs a lot to the industry, the national budget
and above all, causes sufferings and loss of jobs. Therefore, regular medical exams
and early discovery of symptoms is a key prevention strategy. Apparently, changing
workplaces might cause deterioration of worker’s health, provided records from pre-
vious medical exams are not taken into consideration, especially, when the employee
has been exposed to harmful health factors in former workplace environments. The
purpose of OHAS is to reduce the uncertainty in making decisions about fitness to
execute job activities or in evaluating the health state of the employee/worker.

The globalization of world economy stimulates a large number of people to
search abroad for better employment opportunities. This is the reason to consider
the exchange of OHAS content from cross-border view point. It is a problem of
larger social-significance than the cross-border exchange for International Patient
Summary (IPS). The IPS standard concerns most of all people travelling abroad,
while the OHAS affects all the employed people. While the IPS dataset is studied
better within the framework of an international standard, the OHAS remains rather
insufficiently explored in the existing literature.

This paper proposes a novelty systematic approach to provide a practicable
solution to this problem by ensuring semantic interoperability in the exchange of
OHAS. A description of the use case for cross-border exchange is pre3sented. Next,
the OHAS dataset is defined on the basis of exploring common data requirements
the national legislation of EU countries. The final step of this approach is the design
of an EN 13606 archetype of OHAS satisfying all the requirements for semantic
interoperability in the exchange of clinical data. Further on, the static, non-volatile
and reusable information model of OHAS is used to create EN 13606 instances that
are valid with respect to the RM and the datatypes of this standard. Finally, this
paper demonstrates the software implementation of basic activities in the OHAS
use case in a fully functional web application, where the EN 13606 instances are
managed by a native XML database.
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